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FIGURE 1. Model I. The reactions along the two pathways 
a -> b --> c -> d, and = --> fl --> "y --> 8, are catalyzed by 
enzymes E~, E2, E3 and El', E2', E3'. Enzyme E1 is in- 
hibited by 8, the product of the other pathway. Con- 
versely, enzyme E~' is inhibited by metabolite d, pro- 
duced by the first pathway. 

that since the microbial systems are completely re- 
versible, similar mechanisms could not account for 
stable differentiation. But it should be clear that the 
microbial systems must have been geared precisely for 
reversibility, since selection, in microorganisms, will 
necessarily favor the most rapid response to any 
change of environment. Moreover, it is obvious from 
the analysis of these mechanisms that their known ele- 
ments could be connected into a wide variety of "cir- 
cuits", endowed with any desired degree of stability. 
In order to illustrate some of these possibilities, let us 
study a certain number of theoretical model systems 
in which we shall use only the controlling elements 
known to exist in bacteria, interconnected however in 
an arbitrary manner. 

Consider for instance the following model, which 
uses the properties of the allosteric inhibition effect, 
assuming two independent metabolic pathways, giv- 
ing rise to metabolites a, b, c, d, and a, fl, 7, 8 (Fig. 1). 
Assume that the enzymes catalyzing the first reaction 
in each pathway are inhibited by the final product of 
the other pathway. By such "crossfeedback" a system 
of alternative stable states is created where one of the 
two pathways, provided it once had a head-start or a 
temporary metabolic advantage, will permanently in- 
hibit the other. Switching of one pathway to the other 
could be accomplished by a variety of methods, for 
instance by inhibiting temporarily any one of the en- 
zymes of the active pathway. I t  should be noted that 
a model formally identical with this one was proposed 
by Delbriick (1949) (long before feedback inhibition 
was discovered) to account for certain alternative 
steady-states found in ciliates. 
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FIGURE 2. Model II. Synthesis of enzyme E, genetically 
determined by the structural gene SG is blocked by the 
repressor synthesized by the regulator gene RG. The 
product P of the reaction catalyzed by enzyme E acts as 
an inducer of the system by inactivating the repressor. 

The following model corresponds to a classical in- 
duction system, with the only specific assumption that 
the active inducer is not the substrate, but the product 
of the controlled enzyme. (Fig. 2). Such a system is 
autocatalytic and self-sustaining. Although it is not 
self-reproducing in the genetic sense, it should mimic 
certain properties of genetic elements. In the absence 
of any exogenous inducing agent, the enzyme will not 
be synthesized unless already present, when it will 
maintain itself indefinitely. When the system is locked, 
temporary contact with an inducer will unlock it per- 
manently. Actually, certain inducible permease systems 
in E. coli may be described in this way, and behave 
accordingly, as shown by Novick and Weiner (1959), 
and by Cohn and Horibata (1959). A similar mecha- 
nism appears to account for the so-called "slow adapta- 
tion" of yeast to galactose, without having recourse to 
some kind of "plasmagene" as previously believed by 
Spiegelman (1951). 

Two different inducible or repressible systems may 
be interconnected by assuming that each one produces 
the metabolic repressor or the inducer of the other. 
In the first case, as illustrated below (Fig. 3) the en- 
zymes would be mutually exclusive. The presence of 
one would permanently block the synthesis of the 
other. Switching from one state to the other could be 
accomplished by eliminating temporarily the substrate 
of the live system. In  the second case, which may be 
represented as shown in Fig. 4, the two enzymes would 
be mutually dependent; one could not be synthesized 
in the absence of the other, although of course they 
might function in apparently unrelated pathways. 
Temporary inhibition of one of the enzymes, or elimi- 
nation of its substrate, would eventually result in the 
permanent suppression of both. 

In the preceding models, the systems were intercon- 
nected by assuming that the metabolic product of one 
is an inducer or a repressor of the other. Another type 
of interconnection, independent of metabolic activity, 
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FIGURE 3. Model III.  Synthesis of enzyme Ez, genetically 
determined by the structural gene SG1, is regulated by 
the regulator gene RG1. Synthesis of enzyme E=, geneti- 
cally determined by the structural gene SG= is regulated 
by the regulator gene RG=. The product P~ of the reac- 
tion catalyzed by enzyme E~ acts as corepressor in the 
regulation system of enzyme E2. The product P2 of the 
reaction catalyzed by enzyme E2 acts as corepressor in 
the regulation system of enzyme El.  
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What is biological information?

Thomas Lecuit 
chaire: Dynamiques du vivant

Course 6:  Cellular memory and learning
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Learning and Memory

• Learning: sensing 
and decoding 
external information 
with memory

• Memory: transient or  
long term storage or 
representation of 
external information
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Fig. 1 
D
igital plots of the displacem
ent of a w
ild type bacterium
, A
 W
405, and a generally nonchem
otactic m
utant, cheC
 497, at the rate of 

12.6 w
ords (data points) per second. 
Tracking began at the points indicated by the large dots. 
The plots are planar projections of three-

dim
ensional paths. 
If the left and upper panels of each figure are folded out of the page along the dashed lines, the projections appear in 

proper orientation on three adjacent faces of a cube. 
The cultures w
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n in a m
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al salts m
edium
 on glycerol, threonine, leucine, 

and histidine, as described by H
azelbauer et al.1
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 sodium
 phosphate 
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 ED
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 (ethylenediam
ine tetraacetate) and 10-3 M
 m
agnesium
 sulphate and diluted at room
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perature to an optical 
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the root-
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Fig. 2 
The speed of the w
ild type bacterium
 of Fig. I displayed 

by an analogue m
onitor. 
The recording has been divided into 

three parts, each 9.8 s long; the figure should be read from
 left 

to right and top dow
n. 
Tw
iddles occurred during the intervals 

indicated by the bars. 
N
ote the consequent changes in speed. 

The longest run can be seen at the left end of the bottom
 trace. 

It appears in the upper panel of Fig. 1 angling dow
nw
ards and 

slightly to the left, five runs from
 the end of the track. 
It is 45 

w
ords or 3.57 s long. 

T
he shortest tw
iddles and the shortest runs are the m
ost 

probable (Fig. 
4). 
T
he distribution of tw
iddle lengths is 

exponential (Fig. 
4a). 
T
he distribution of run lengths is 

exponential for unc 602 (not show
n) but only approxim
ately 

so for A
W
405 (Fig. 4b). If for A
W
405 one allow
s for variations 

in m
ean run length for different bacteria, the curvature in the 

sem
i-log plot of the aggregate run-length data vanishes (Fig. 4c). 

From
 calculations of autocorrelation functions of sequences of 

tw
iddles and of sequences of runs w
e conclude that tw
iddles 

and runs of different length occur at random
. T
he statistics are 

Poisson; for a given organism
 in a given isotropic environm
ent 

the probability per unit tim
e of the term
ination of a tw
iddle or 

the term
ination of a run is a constant. 

T
he w
ild type is know
n to have chem
oreceptors for serine, 

for aspartate and for a num
ber of sugars 7
• If serine is added to 

suspensions 
of A
 W
405 
(no 
gradients), 
the run-length 
dis-

tributions rem
ain exponential but shift dram
atically tow
ard 

longer runs (Fig. 5); 
the tw
iddles are suppressed. 
C
alcula-

tions of the autocorrelation functions indicate that runs of 

15 
C
hange in direction from
 run to run (degree) 

Fig. 3 
D
istribution of changes in direction from
 the end of one 

run to the beginning of the next for the w
ild type bacteria of 

Table I. The distribution w
as constructed from
 1,166 events by 

sum
m
ing the num
bers falling in successive 10° intervals. 
If the 

analysis is confined to the shortest tw
iddles, the distribution is 

skew
ed even farther tow
ard sm
all angles (m
ean and standard 

deviation 62 ± 26°). 

Glucose gradient

• Sensory systems: Bacteria chemotaxis, photon detection, acoustic pressure etc 
• Nervous sytem: Internal representations of past experience 
• Immune system: adaptive immunity, memory B cells

• Learning: acquisition 
of new information 
from outside that 
leaves a transient or 
permanent trace or 
memory or engram 
or retention in the 
organisation/
dynamics/behavior 
of the system. • Evolution: internalisation via selection of external world inside cells/organisms:  

the circadian clock network is an internal representation of external diurnal cycle, 
the chemotactic network of E. coli is an internal representation of the functionally 
meaningful chemical world .



Does increased complexity require new information?
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• The complexity of an adult is seemingly compressed/represented in a single cell 
• Consider information as the set of instructions required for this process 
• Questions:  

does the egg contain all the information needed to rebuild a new organism? 
does the increasing complexity during development require new information?

104/1
1010/1
1013/1

Size:
Mass:

Cell number:
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Delrose, N. (2024). https://
app.biorender.com/biorender-templates/
t-6632e1957932da70946caa5e-human-
embryo-implantation

4

• The information inside an embryo is usually closed, though in 
mammals, via implantation, the embryo receives information 
from the uterus.

Thomas LECUIT   2024-2025

Does increased complexity require new information?

• At the cellular scale information flows in various channels and is 
constantly decoded and recoded (eg. positional information, 
signalling information, assessed via mutual information).  

• As a result, cells change state: chemical state, mechanical state, 
geometry. 

• Cells are wired to decode and recode information in a noisy 
environment, and amplify small differences/fluctuations in the 
environment of stem cell aggregates in vivo or in vitro.  

• Although the genome doesn’t change, cells express new states that constitute a 
new set of information to be decoded within the cell and by neighbouring cells. 

• As a result, a cell receives new information (albeit not strictly Shannon 
information) during development.  
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Learning information during development

Q. Yang et al, E. Hannezo and P. Liberali, 
Nature Cell Biol. 23, 733-744 (2021)

• During development, cells learn from their neighbours, and 
keep a memory of these training signals.  

• Fundamental property of living systems: Learnability

Thomas LECUIT   2024-2025

Gehrels EW, Chakrabortty B, et al. PNAS. 120(6):e2214205120 (2023)
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A dynamic multidimensional information landscape

Thomas LECUIT   2024-2025

• Encoding of diverse and specific cellular responses by chemical, 
mechanical and geometrical information.  

This information controls: cellular states (stem, differentiation etc), 
cellular shapes and dynamics, and cellular physiology (behaviour). 

• Cells receive and decode information, they also encode and release 
information to neighbouring cells. 

• View Waddington landscape as a multidimensional encoding of 
information that affects cell behaviours 

• Cells thereby follow complex dynamics in the high dimensional space of 
information they encode collectively and decode individually.  

• Thereby they contribute to the building of a high dimensional space of 
information that will influence other cells. 
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• The information landscape is not static but dynamic. Cells are active agents that modify the landscape 
and their response to the landscape. 

• Cells can modify their response to a given landscape (the cell is not passively following a landscape, but 
actively changing its course). The potential that forms the landscape is tuned by cells as they encode and 
decode information. 

• How to encode the future of a cell (eg. Its path towards a particular fate, 
position and function)? 

Initial conditions and systems properties 
External cues along the path to orient the cells along the correct paths 
(continued guidance) 
Alternative strategy: Learning cell trajectories. Cells are exposed to 
transient cues in time and space and can memorise such signals.  
Memory can be viewed as a relatively stable or irreversible change in 
landscape following a transient signal. 

An dynamic multidimensional information landscape
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Plan

• Molecular learning and memory 
• Signalling learning and memory 
• Cellular learning and memory  
• Structural learning and memory 
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Molecular memories

• At single molecular scale: allosteric transition, post translation modifications.  
• Molecular complexes 
• Molecular networks and signalling.

• Molecular signals stimulate a response. 
Question: how to maintain a response after disappearance of the input signal?

how to keep the memory of input signal? 
How to tune the time scale of this memory?

• Genome: permanent memory on the time scale of an organism. So 
there is a need for mechanisms to tune this memory, to escape from the 
« permanent » memory of the genome: gene regulation, and post-
translational modifications are mechanisms to impart tunable memory 
states in chemical networks and cells. 
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Molecular memory
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Molecular cycles: molecular switch or allosteric transition
✐

✐
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4 Chapter 1 It’s An Allosteric World

Figure 1.1

Allostery defined. (A) The Roman god
Janus. (B) Molecules such as transcrip-
tional repressors have a Janus-like exis-
tence as they switch between active and
inactive conformations.

(A) (B)

ACTIVE INACTIVE

Figure 1.2

The molecular switch. Different classes
of molecules exemplify the allostery
phenomenon, highlighting the inactive
and active conformational states of these
molecules. Ion channels can be either
closed or open, with the binding of a
ligand favoring the open state. An enzyme
can be in an inactive state, in which it
is unable to cleave a substrate, or in an
active state, in which it is competent to
perform such a cleavage reaction. The
presence of an effector (red) favors the
active state. A membrane-bound receptor
can be in either an inactive state or an
active state when it is bound to a ligand, in
which it can perform a phosphorylation
reaction leading to a subsequent signaling
cascade. For all the examples shown here,
the ligands shown in red tip the balance
in favor of the active conformation over
the inactive conformation.

phosphate
group

P

ion channels

ACTIVE

INACTIVE

enzymes receptors

enzyme
substrate

of the key elements of the concept. Stated simply, many biological molecules
behave as molecular switches. In its most basic incarnation, the idea is that
many biologicalmolecules have twodistinct conformations, whichwewill often
think of as inactive and active, as shown in Figure 1.2. As a result of the exchange
of energy with the molecules of the surrounding solution (i.e., thermal energy),
these molecules are constantly flipping back and forth between these two con-
formational states. In equilibrium, the relative proportion of these two states is
fixed by the energy difference between them. However, the interesting regula-
tory behavior of these molecules is that the binding of a ligand can change the
relative probabilities of the inactive and active states. Specifically, the binding
affinity of the ligand for each state is different, resulting in a shift in the relative
probabilities of the inactive and the active conformations when the ligand con-
centration is changed. The outcome is that a ligand can serve to regulate when
molecules like those shown in Figure 1.2 are active. Our task is to explore differ-
ent biological phenomena that are controlled by suchmolecules and to examine
what physical models of these molecules have to say about their function.

1.2 The Broad Reach of the Allostery Concept

Biology is a science full of beautiful and fascinating exceptions. But the ease
with which we can find such exceptions is not a proof of the absence of broad
and overarching ideas. One such motif that has captured my imagination and
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Figure 1.3

Signaling pathways and allostery.
Each panel shows a schematic
representation of inactive and
active signaling pathways. In each
case, an extracellular ligand binds
to a receptor resulting in a cascade
involving intracellular signaling
proteins. These proteins in turn
influence a variety of other proteins
that can carry out specific biologi-
cal processes, including activating
metabolic enzymes (top panel),
turning on the transcription of key
genes (middle panel), or turning
on cytoskeletal polymerization in
particular regions within the cell
(bottom panel).
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• Signalling pathways may be in an active or inactive state. 
• This rests on protein that exist in 2 conformations, an active or inactive. 
• Binding of an effector and/or inducer favoured in the active state (eg. open). ✐

✐
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1.3 Reasoning about Feedback: The Rise of Allostery 17

ACTIVE STATES INACTIVE STATES

substrate

inhibitor

Figure 1.17

Allosteric regulation of an enzyme by an
inhibitor. The enzyme can exist in both
active (left column) and inactive (right
column) states. For each conformation,
there are four states of occupancy—empty,
bound by substrate, bound by inhibitor,
and bound by inhibitor and substrate. The
binding affinities for both inhibitor and
substrate are different in the two states,
with the binding of the inhibitor favored
in the inactive state.

1.3.2 The Resolution of the Molecular Feedback Puzzle

Figure 1.17 gives a schematic view of the extremely clever hypothesis that was
formulated as the allosteric alternative to the kind of direct regulation posited
originally and schematized in Figure 1.16. The essence of the cartoon is that
there is a regulatory site where a ligand binds that tunes the relative probabil-
ity of the active and inactive states. Note however that there is a nuance that
is captured in our cartoon. Specifically, the regulatory ligand does not have the
same binding energy when bound to the active and the inactive states, as indi-
cated by the difference in the shape of the binding site in the two conformations.
This critical mechanistic feature is the entire basis of the allostery framework,
as we will show in equation 1.2 (p. 26). Note further that the allosteric strategy
is noncommittal with respect to the question of whether the regulatory ligand
leads to inhibition or activation of its binding partner. If the effector molecule
favors binding the active state, then it will serve as an activator. If the effector
molecule favors binding the inactive state, then it will serve as an inhibitor. By
way of contrast, for the strategy highlighted in Figure 1.16, there is no obvious
mechanism for activation.

Though we provided a caricature of some of the classes of MWC molecules
we will consider here, in Figure 1.2 (p. 4), in fact, the detailed atomic structures
of some of these molecules are known for a variety of different conforma-
tional states both in the absence and presence of their substrates and effectors.
Structure has become one of the most powerful tools in modern biology. The
conceptual argument associated with the great push for structural insights into
biological problems is a deep confidence in the structure-function paradigm
that holds that function follows structure. Several examples of structures of
key allosteric molecules that will occupy our attention throughout the book are
shown in Figure 1.18. For example, our first concrete case study in quantita-
tive allosteric thinking will focus in chapter 3 (p. 77) on the ligand-gated ion

—-1

—0

—+1

• Enzyme: The binding affinities for both inhibitor and substrate are different in 
the two states, with the binding of the inhibitor favoured in the inactive state.
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292 Chapter 8 How Cells Decide What to Be: Signaling and Gene Regulation

Figure 8.21

States and weights for transcriptional acti-
vation. The activator has two binding sites
for its effector, resulting in four states of
occupancy for both the active (left) and
inactive (right) states of the molecule.
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Figure 8.22

Illustration of how the allosteric transition works in the context of the transcriptional activator CRP. As a result of the conforma-
tional change, the α-helixes in the DNA-binding domain undergo large-scale rotations, as shown in the middle panel. Once these
rotations have taken place, the activator is poised to bind the DNA, as shown in the right-hand panel. Adapted from Popovych et al.
(2009).

the states and weights as shown in Figure 8.21. As in the Lac repressor exam-
ple of Figure 8.15 (p. 286), our activator has two binding sites for its effector.
As usual, we have a different dissociation constant for the active and inactive
states, as shown in the figure, and we attribute an energy difference ε between
the inactive and active states in the absence of effector. However, unlike in our
earlier examples with repression, here we anticipate experiments on heteroge-
neous dimer mutants of CRP and allow for different dissociation constants for
the “left” and “right” subunits, labeled ML and MR, respectively. With these
states and weights in hand, we can compute a variety of statistical quantities of
interest, including the probability that the transcription factor is active, and the
fractional occupancy of CRP by cAMP, as will be highlighted further.

A higher-resolution view of the structural consequences of cAMP binding is
shown in Figure 8.22. Upon binding of cAMP (shown here withmore structural
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+1—

R. Phillips, The Molecular Switch: 
signaling and allostery. Princeton Univ. 
Press. 2020
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Molecular memory
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Molecular cycles: molecular switch or allosteric transition

• Time scale of transition: micro to millisecond.. 
• Stability of new state following allosteric transition: 2-4 orders of magnitude longer.  

✐
✐
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106 Chapter 3 Signaling at the Cell Membrane: Ion Channels

Table 3.1 Model rate constants used
in examining the dynamics of the
single-site MWC ion channel.

Rate constant s−1

kon 104

k(o)
off 10−1

k(c)
off 105

k+ 102

k− 104

k′
+ 106

k′− 102

which we can rewrite as

k′
+k−k′

onk(o)
off = k′

−k+k(c)
off k′

on, (3.71)

a result sometimes known as the cycle condition. The entirety of the rates we
have estimated are summarized in Table 3.1. Note, however, that these rates are
for a one-ligand ion-channel model and are intended to show the style of think-
ing rather than as relevant parameters for any particular real-world channel.

As we will see at the end of the chapter, kinetic studies have been central
to delving more deeply into the physics of allosteric transitions. In particular,
kinetic studies askmore of our understanding by demanding that we respond to
lifetime distributions. We can take a number of different approaches to solving
the dynamical equations we have written for the probabilities of the differ-
ent states exhibited in Figure 3.21. Perhaps the most straightforward option is
simply to resort to integrating these equations numerically. In this case, the
solutions evolve over time, as shown in Figure 3.26. One of the most impor-
tant features of these solutions is their long-time behavior. Specifically, what
these solutions tell us in the long-time limit is the equilibrium solutions that
we have already worked out earlier in the chapter. A second approach we can
take with our kinetic constants in hand is to use stochastic simulations, such
as the Gillespie algorithm, that allow us to explore specific realizations of the
dynamical trajectories of our systems. At the end of this chapter we will con-
sider a class of kinetic experiments inwhich ligands are tethered to the channels,
making a more systematic analysis of the allosteric transitions possible. Fur-
ther, throughout the book, we will exploit the psychological inequivalence of
the kinetic perspective as a way to hold up our study of allostery to a different
kind of intellectual light.

3.7 Cyclic Nucleotide–Gated Channels

As seen in Figure 3.4 (p. 82), in addition to channels such as the nicotinic
acetylcholine receptor already described, the cyclic GMP–gated channels form
another class of physiologically very important receptors. As previously seen in
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3.6 Rate Equation Description of Channel Gating 101
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Figure 3.21

Kinetic scheme for the simplest MWC ion
channel. For an MWC ion channel with
only one ligand binding site, there are
four states that the channel can transition
between: closed (c), closed with ligand
bound (c,L), open (o), and open with lig-
and bound (o,L). Each transition is char-
acterized by its own rate constant.

Regardless of the initial conditions, the system decays exponentially to its
steady-state value. Note that in the long-time limit as t → ∞, the second term
in equation 3.54 goes to zero, and hence we are left with

pO(t → ∞)= k+
k− + k+

= 1
1+ k−

k+

. (3.55)

Given this preliminary exercise in exploring the probabilities of two-state ion
channels, we now turn to the specific case of interest here, namely, the properties
of allosteric, ligand-gated ion channels.

Our starting point for generalizing the kinetic scheme just described is to
acknowledge the presence of more states than simply the closed and open ones.
As shown in Figure 3.21, if we consider the simplest of MWC ion channels with
only one binding site for the ligand, we will have four states, corresponding to
the channel being either empty or occupied by a single ligand in both the closed
and open states. As seen in the figure, the transitions between these states are
governed by the rate constants that tell us the probability of such transitions
during each time step !t.

Given these four states, the goal of our kinetic analysis is to find the probabil-
ities of each of them over time, as shown in Figure 3.22. To describe these states,
we use the notation introduced in Figure 3.21. In the absence of ligands, we have
the closed and open states, represented by pc(t) and po(t), respectively. We will
represent the closed and open states bound to ligand using the notation pc,L(t)
and po,L(t), where the additional subscript L refers to the fact that a ligand is
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has a total of four arrows connecting it to other states. Each such arrow corre-
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onc,
since these rates are proportional to the concentration of ligand c. Using the
kinetic diagram as a guide to these fluxes and adopting the shorthand notation
that kon = k′

onc, we can write our dynamical equations as

dpc(t)
dt =−konpc + k(c)

off pc,L − k+pc + k−po (3.56)

and
dpo(t)

dt =−konpo + k(o)
off po,L + k+pc − k−po (3.57)
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Figure 3.3

The patch-clamp technique used to make
single-molecule measurements of ion-
channel currents. Current trace shown in
the lower right for the nicotinic acetyl-
choline receptor is adapted from Labarca
et al. (1995).
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(p. 36), these definitions mean that we can write the probability of the open
state as

popen = e−βεopen

e−βεopen + e−βεclosed
, (3.1)

where the denominator represents the partition function Z =∑states e−βEstates ,
where in this case there are only two states to consider, namely, closed and
open, giving rise to the simple form for the partition function shown in the
denominator.

The preceding expression is too abstract, since it says nothing about how the
externalworld can signal the channel that it needs to openup. The answer to this
puzzle is the realization that the energy of the open or closed state, for example,
can be controlled by external stimuli such as changes in the membrane poten-
tial, ligand concentration, or membrane tension, as indicated schematically in
Figure 3.2. We can rewrite our expression for the open probability as

popen = 1
1+ e−β#ε

, (3.2)

where we have defined the energy difference #ε = εclosed − εopen. We can cap-
ture each of the different driving forces shown in Figure 3.2 using the general
form

#ε = ε0 + Fd, (3.3)

where ε0 is the free-energy difference between the open and closed states in the
absence of any driving force F, and Fd is meant to conjure up thoughts of (force)
× (distance)= work. Note that, in general, ε0 < 0, favoring the closed state, and
Fd > 0, favoring the open state. Given this abstract dependence of the energy
difference between the closed and open states on the driving force F, we can
now rewrite our equation for the open probability as

popen = 1
1+ e−β(ε0+Fd)

. (3.4)

Note that with increasing F, we reach a sufficiently large F such that ε0 + Fd = 0,
and popen = 1/2. For larger driving forces, the open state has a higher probability
than the closed state.
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• Ex 1: Acetylcholine receptor: a ligand gated Na+ channel. 
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Figure 3.4

Key examples of ligand-gated ion
channels. (A) Nicotinic acetyl-
choline receptor, revealing its het-
eropentameric structure with two
binding sites for acetylcholine. (B)
cGMP-gated ion channel. These
channels have four cGMP binding
sites.
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arrival of the action potential has the consequence of releasing neurotransmit-
ters across the synaptic cleft, where they bind with the nicotinic acetylcholine
receptors on the extracellularmembrane that then transiently open, resulting in
a change inmembrane potential in themuscle itself. The nicotinic acetylcholine
receptors are a representative example of a much broader range of channels that
include γ -aminobutyric acid (GABA) and glycine receptors. Generally, when
open, they are permeable to both sodium and potassium ions.

The kinds of currents measured in patch-clamp experiments on these chan-
nels were shown in Figure 3.3. The idea is that for each concentration of
acetylcholine, the current is measured using these electrophysiological meth-
ods. By measuring the fraction of time that the channel is in the open state, one
can then obtain the open probability itself. Specifically, for each concentration
of acetylcholine, we have a different fraction of time that the channels are in the
open state, with the open probability defined as

popen(c)=
∑

t(i)
open(c)
ttot

, (3.7)

where t(i)
open is the duration of the ith open interval, and ttot is the total time of

the measurement. Figure 3.5 gives an example of the normalized current as a
function of the concentration of acetylcholine, defined as

normalized current= I − Imin
Imax − Imin

. (3.8)
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« Post-translational modification (PTM) is nature’s escape from genetic 
imprisonment. Gene sequences change on an evolutionary time scale but 
not on one appropriate for organismal development, adult physiology and 
the continual battle against disease and disintegration. »

Post-translation modifications: Reversible covalent protein modifications  
GTP cycle, phosphorylation cycle, methylation cycle etc

Jeremy Gunawardena
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Molecular memory

Thomas LECUIT   2024-2025

• How is memory stored in the brain so that its trace is 
relatively immune to protein turnover? 

• All proteins turnover in hours or days. 
• Memory could be encoded in alterations to particular 

sequences of DNA: in cells (akin to immune cells) or locally 
at synapses.  

• Or RNAs: alternative promoter choice (eg. Protocadherins, 
60 variable exons), or alternative splicing. RNAs tend to be 
short lived 

• Memory could be encoded in very stable proteins (ex. 
Prions)
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Greenwich Observatory) and R. Cohen 
(University of California, San Diego). 
However, A. Wilson (University of 
Maryland) argued that there exists a 
distinct difference in radio properties 
between Type I and Type II Seyferts. Some 
Type II Seyferts are really Type I Seyferts 
obscured by gas and dust; others may be 
'switched off' Type I Seyferts - when the 
central radiation source switches off, the 
compact high density, high velocity cloud 
region will soon also disappear, but the 
very large low density regions may remain 
glowing for from hundreds to a few 
thousand years. Evidence for AGN 
changing their type on a timescale of 
decades was shown by Lawrence, Cohen 
and N. Bochkarev (University of 
California, Berkeley). 

At least some of the classical Type II 
Seyferts may be quite different. J. Miller 
(Lick Observatory) reported that the 
Seyfert Type II NGC1068 has a highly 
polarised non-stellar continuum which 
extends through to the UV and soft X rays. 

Neurobiology 

The emission lines are less polarised and 
those preferentially emitted from low 
density gas (the so-called 'forbidden lines') 
are polarised at a different angle from the 
permitted lines. This suggests that the 
central high density gas is present after all 
but for some reason is not moving at the 
great velocities characteristic of Type I 
Seyferts. G. Ferland (University of 
Kentucky) presented UV data for several 
Type II Seyferts which further showed that 
they do have a non-stellar continuum but 
that it is very weak. 

Sitting through the workshop, one had 
the feeling of assembling a giant jigsaw 
puzzle. We have at least the majority ofthe 
pieces and have completed the edges. Now 
we must take a deep breath before attempt-
ing to make sense of the picture in the 
middle. D 

Andrew Lawrence is in the Department of 
Applied Mathematics, Queen Mary College, 
London E1 4NS, and Martin Ward is at the 
Institute of Astronomy, University of 
Cambridge, Cambridge CBJ OHA, UK. 

Memory and molecular turnover 
from Francis Crick 

RECENT spectacular advances in molecular 
biology will, before long, begin to make a 
massive impact on certain key problems in 
neurobiology. A synapse is a complex piece 
of molecular apparatus, but there is now no 
technical reason why all its components -
not merely the major ones - should not be 
isolated, sequenced and characterized. We 
can expect to have a detailed knowledge of 
the many ion channels, receptors and so 
forth, almost at will, for any type of neuron 
in any species. All this, together with tech-
niques such as patch-clamping, should put 
the behaviour of synapses on a solid found-
ation and in the process tell us something 
about the molecular basis of memory. 
However, in spite of recent advances in 
understanding memory, in both Aplysia 
and long-term potentiation in the hippo-
campus, one aspect is often overlooked. 

The time span of human memory (with-
out obvious rehearsal) is often a matter of 
years, sometimes even tens of years. Yet it 
is believed that almost all the molecules in 
our bodies, with the exception of DNA, 
turn over in a matter of days, weeks or at 
the most a few months. How then is mem-
ory stored in the brain so that its trace is 
relatively immune to molecular turnover? 

Several possible solutions of the problem 
suggest themselves. For example, memory 
might be coded in alterations to particular 
stretches of chromosomal DNA. Much 
current thinking assumes that memory is 
stored, at least in part, in the 'strength' of 
(many) individual synapses, so this would 
imply that in any neuron there is a special 
piece of DNA for each of its synapses, 
generated perhaps by similar means to 

those used in cells of the immune system. 
This seems unlikely. A related alternative is 
that there is a special local piece of DNA (or 
perhaps RNA) for each relevant synapse. 
For example, it is conceivable that each 
spine apparatus has its own piece of nucleic 
acid which is modified when the system 
needs to alter the strength of that synapse. 
This idea also does not seem very likely but 
might be worth bearing in mind, since each 
mitochondrion has its own piece of DNA. 

Another alternative is that each synapse 
has at least one macromolecule which is 
relatively immune from molecular turn-
over. Again this does not seem very prob-
able but such a molecule could be looked 
for by appropriate pulse-chase experiments 
during development. 

Since none of these alternatives seems 
especially attractive, one is more inclined to 
suggest models that are cooperative in 
nature. That is, the molecules in the 
synapse interact in such a way that they can 
be replaced with new material, one at a 
time, without altering the overall state of 
the structure. It is easily possible to con-
ceive many such hypothetical models. It 
occurred to me to think of the simplest. 

Consider, for example, a protein mole-
cule that is an essential part of a synapse 
and can exist in two states: active and 
inactive. Suppose the molecule forms a 
dirner, probably with a two-fold rotation 
axis, that can be modified chemically by, 
for example, the attachment of a phos-
phate group. Let us assume that when both 
monomers are modified the protein is in the 
active state, symbolized by (+,+)and that 
when both are unmodified the dimer is in-

active, symbolized as(-,-). In addition, let 
us assume the existence of an enzyme that 
will add a phosphate group (or whatever 
the modifer is) to one monomer if the other 
monomer of the dimer is already modified 
but not otherwise. That is, it will turn a 
( + ,-) into a ( +, +) but will not touch 
a(-,-). 

Assume, furthermore, that the mech-
anism for altering the synaptic strength can 
phosphorylate the dimer when more parts 
of the synapse are to be made active and 
can dephosphorylate it when activity is to 
be reduced. That is, the mechanism can 
turn a (+,+)into a(-,-), or vice versa. 

Finally I assume that individual mono-
mers of a single dimer can be replaced one 
at a time by the mechanisms responsible for 
molecular turnover and that these new 
monomers are initially unmodified. 

This system will have the property that 
whether the dimer is in the active ( + , +) 
state or in the inactive (-,-) state, the 
substitution of a single new unmodified 
monomer for either of its two components 
will leave it in the same state. That is, 
molecular turnover will turn a ( + , +) into 
a ( -, +) but the hypothetical enzyme will 
convert this back to (+,+).The(-,-) state 
will of course remain (-,-) during 
metabolic turnover. This mechanism is 
obviously modelled on known mechanisms 
for the maintenance methylation of DNA, 
as reviewed by Razin, A. and Friedman, J. 
in Progress in Nucleic Acid Research and 
Molecular Biology, Vol. 25 (ed. Cohn, 
W.E.) 33 (Academic Press, 1981). 

It is possible to imagine more compli-
cated models of this general type. The 
macromolecule could be a trimer or a tetra-
mer; there might be more than one modi-
fiable site per monomer; rather than phos-
phorylation, the modification might be de-
phosphorylation, or methylation, glycosy-
lation and so forth. 

There are a number of subsidiary con-
ditions. The macromolecule should be 
anchored to a particular synapse and not be 
free, in its mature form, to migrate from 
one synapse to another. This might suggest 
it would probably be a membrane protein 
and perhaps form part of a larger aggregate 
of some form. The supply of newly synthe-
sized monomers should be immune to the 
modification (or demodification) process. 
The old monomers, due to be discarded by 
molecular turnover, should not interfere 
with the above processes. 

Since the proposed mechanism is not im-
plausible it would be sensible to look care-
fully for modifications to synaptic proteins 
and for the enzymes which modify and de-
modify them, in case one of these enzymes 
should have the peculiar characteristics 
described above. If such an enzyme were 
found it might prove to be a pointer to the 
seat oflong-term memory. D 

Francis Crick is at the Salk Institute for Biological 
Studies, 10010 N. Torrey Pines Road, La Jolla, 
California 91037, USA. 
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state or in the inactive (-,-) state, the 
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will of course remain (-,-) during 
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obviously modelled on known mechanisms 
for the maintenance methylation of DNA, 
as reviewed by Razin, A. and Friedman, J. 
in Progress in Nucleic Acid Research and 
Molecular Biology, Vol. 25 (ed. Cohn, 
W.E.) 33 (Academic Press, 1981). 

It is possible to imagine more compli-
cated models of this general type. The 
macromolecule could be a trimer or a tetra-
mer; there might be more than one modi-
fiable site per monomer; rather than phos-
phorylation, the modification might be de-
phosphorylation, or methylation, glycosy-
lation and so forth. 

There are a number of subsidiary con-
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anchored to a particular synapse and not be 
free, in its mature form, to migrate from 
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it would probably be a membrane protein 
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of some form. The supply of newly synthe-
sized monomers should be immune to the 
modification (or demodification) process. 
The old monomers, due to be discarded by 
molecular turnover, should not interfere 
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Since the proposed mechanism is not im-
plausible it would be sensible to look care-
fully for modifications to synaptic proteins 
and for the enzymes which modify and de-
modify them, in case one of these enzymes 
should have the peculiar characteristics 
described above. If such an enzyme were 
found it might prove to be a pointer to the 
seat oflong-term memory. D 

Francis Crick is at the Salk Institute for Biological 
Studies, 10010 N. Torrey Pines Road, La Jolla, 
California 91037, USA. 

• Consider a protein P that may be active (+)/inactive (-) 
depending on post translational modification eg. 
phosphorylation, and can dimerise.  

• Assume that an enzyme activates P if the other protein in 
dimer is active:  

(-, +) —> (+,+) and (-, -) unchanged 
• New monomers are inactive when produced.  
• Protein turnover doesn’t change the state of dimer.  
• Synapse reinforcement leads to phosphorylation of P (or vice 

versa for inhibition).  
• Synapse reinforcement in spite of protein turnover. 

Francis Crick
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(Noey2), were found to be downregulated in cancer and act as
tumor suppressors.12–15 Their biochemical properties and physio-
logical functions remain to be further elucidated prior to being
established as therapeutic targets of tumors. The Rho family
comprises 22 members including Rho-related proteins (RhoA)
subfamily, cell division control protein 42 homolog (Cdc42)
subfamily, and Ras-related C3 botulinum toxin substrate (Rac)
subfamily that are involved in cytoskeletal organization.16

Dysregulation of the key members within Rho family, such as
RhoA and Cdc42, facilitates tumor progression via promoting
epithelial to mesenchymal transition (EMT) and invasion of tumor
cells.17,18 Mutations of Rho family members also have been linked
to the development of neurologic and vascular diseases.19–21 Rab,
the largest family of the small GTPases with more than 60
members, regulates membrane trafficking between different
intracellular organelles and the plasma membrane.22,23 Aberrant
regulation of Rab-mediated vesicle trafficking promotes tumor
progression through enhancing cell migration/invasion.24–29 Rab
mutations have also been implicated in neurologic diseases due to
dysfunctional membrane trafficking.30,31 Arf is the fourth family of
this superfamily, containing six members that are involved in
several processes of membrane trafficking and tumor cell
migration.32 Additionally, lack of ARF may cause brain diseases
due to insufficient neuron migration.33 Finally, Ran family, the
most abundant protein in cells with only one recognized member,
is involved in nuclear transport.34 Ran GEFs interact with Ran in
the nucleus, allowing GTP–bound Ran to bind to and transfer its
client proteins from nucleus to cytoplasm.35 GTP-bound Ran is
subsequently dissociated and inactivated by the engagement of
Ran GAPs located in the cytoplasm. Ran-mediated nuclear-
cytoplasmic transport accelerates the cell cycle and efficiency of
DNA repair, facilitating proliferation in tumor cells. Additionally,

defective Ran has been found in the development of Alzheimer’s
disease and other brain diseases.36

Despite being famous therapeutic targets in human diseases,
small GTPases have been termed as “undruggable” for decades,
mainly owing to the absence of pharmacologically targetable
pockets within wild types and mutant isoforms. Early efforts were
devoted to developing indirect targeting strategies that interfere
with GEFs mediated activation of small GTPases. As the most
frequently mutated oncogene in human cancer, KRAS has been
established as a paradigm for targeting Ras proteins and other
small GTPases. Extensive studies have been focused on targeting
KRAS post-translational modifications, membrane trafficking,
upstream regulators (e.g., GEFs, GAPs), downstream effectors
(e.g., MEK-ERK signaling, PI3K-AKT signaling), synthetic lethal
partners and metabolic alterations. However, single agent
treatment targeting the above targets have had insufficient
efficiency in RAS-mutant cancer patients, and combinatorial
targeting its downstream pathways also failed due to severe
clinical toxicity. With emerging new targeting approaches and
improvements in covalent drug design, the success of Sotorasib,
an allele-specific inhibitor of KRASG12C, finally marked the dawn of
a new era in targeting small GTPases directly. Inspired by the
accelerated approval of Sotorasib for the treatment of KRASG12C

mutant NSCLC, an upsurge in the development of KRAS inhibitors
has spawned many new cutting-edge strategies, such as
fragment-based screening, macromolecular inhibitors, PROTACs,
genetic targeting and antibodies targeting covalent inhibitor
based neoepitopes. Many more hotspot mutant alleles of KRAS
including G12D/S/R have proven to be targetable in the past few
years, providing valuable insights into the development of
inhibitors of remaining KRAS mutant alleles and other Ras
isoforms.37–39 Despite the rapid progress made in targeting KRAS

Fig. 1 Overview of small GTPases biology. Phylogenetic tree (a), and five conserved boxes (G1–G5) (b, d), of Ras, Rho, Rab, Arf and Ran
families. c Molecular switch diagram: GEF-mediated GDP-GTP exchange for activation, GAP-mediated GTP hydrolysis for deactivation, GDI
stabilizes the GDP-bound form of Rho and Rab proteins, and the GTP-bound small GTPases interact with effector proteins. e Structural
difference of Switch regions between GDP-state (PDB: 4LPK, light purple) and GTP-bound state (PDB: 6GOD, pink). Conformational ensembles
of Switch II (f), and Switch I (g), regions of HRAS are generated from NMR structures (PDB: 1CRP and 2LCF)
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treatment targeting the above targets have had insufficient
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clinical toxicity. With emerging new targeting approaches and
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accelerated approval of Sotorasib for the treatment of KRASG12C
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fragment-based screening, macromolecular inhibitors, PROTACs,
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Small GTPase: GEF/GAP

Phosphorylation cascade: Kinase/Phosphatase
Yin et al. Signal Transduction and Targeted Therapy (2023)8:212

11.5. EUKARYOTIC SIGNALING CASCADES AND THE CENTRAL DOGMA861
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Figure 11.49: Generic signaling cascade. (A) General features of a signaling
cascade culminating in transcription. (B) Cascade of phosphorylation events.
The “structures” of the proteins are meant to resemble the actual proteins in the
Ras/Erk pathway according to the correspondence - MAPKKK = Raf, MAPKK
= MEK and MAPK = Erk.

binding to an allosteric protein) or involve one intermediate step (activation of
a receptor that then activates the downstream output). Many of the key case
studies in eukaryotes involve many more steps and molecular participants. As
shown in Figure 11.49(A), the connection between some extracellular ligand and
transcription can be mediated by receptors and soluble intermediates. One of
the most common modalities is in phosphorylation cascades like that shown in
Figure 11.49(B) which shows three separate proteins, each of which is subject
to phosphorylation and go under the general heading of MAP kinases (MAPK).

A specific example of one of these MAP kinase cascades is o↵ered by the
Ras/Erk pathway shown in schematic form in Figure 11.50. In this case, the
external ligand is replaced by infrared photons which lead to the membrane
localization of a protein harboring the SOScat domain which then activates a
protein known as Ras which then participates in the kind of MAP kinase cascade
introduced above and culminating in the localization of Erk-BFP (blue fluores-
cent protein) to the nucleus. Once in the nucleus, transcription of target genes
is initiated resulting in turn in the production of the gene product correspond-
ing to the transcribed mRNA. The beauty of the experimental system shown
in the figure is that through a clever use of orthogonal fluorescence reporters
of the di↵erent activities (signaling, transcription, translation), it is possible to
watch the journey in space and time between signaling mediated by light to the
downstream production of the targeted genes. RP to HG: the figure is con-

fusing about nuclear localiza-
tion. Let’s discuss it

Using the system highlighted in Figure 11.50, experiments were performed
making it possible to measure the temporal dynamics of input-output response
to signaling. Figure 11.51 shows the result of such measurements. The light-

H.G. Garcia and R. Phillips. Physical Genomics - from E.coli to Elephants, PUP 
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Post-translation modifications: GTP cycle, phosphorylation, methylation

Cellular behaviour/state Cellular dynamics

Transient stimuli yield transient or more sustained response dynamics.  
This is based on the coupling of reversible protein modifications organised in cycles 
The reversible state allows rapid tuning of molecular memory to external signals 

Fig. 2 Cellular signaling coordinated by Ras and Rho subfamilies. a Ras-mediated signaling pathways include RAS-RAF-MEK-ERK, RAS-PI3K-
AKT, RAS-RALGDS-RAL, RAS-PLCε, RAS-RASSF, the crosstalk between Ras, and other small GTPases including CDC42, RAC1 and RAP1, RHEB,
and RAL are highlighted by red color. b Cytoskeletal dynamics are regulated by Rho, Rac and CDC42 through their main downstream signaling
nodes such as ROCK, mDIA1, LIMK, PAK, WRC, and N-WASP. This figure was created with BioRender.com
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Vesicular trafficking Nuclear import/exportFig. 3 Cellular trafficking coordinated by Rab, Arf and Ran subfamilies. a Multiple vesicle trafficking steps are coordinated by Rab proteins: (1)
ER to Golgi by RAB1, (2) Golgi to plasma membrane by RAB8, (3) Secretory vesicles and granules trafficking between Golgi and plasma
membrane by RAB3, RAB26, RAB27 and RAB37, (4) Golgi to melanosome by RAB32 and RAB38 for biogenesis of melanosome, (5) Golgi to ER by
RAB2, RAB6, RAB22, RAB33 and RAB40, (6) GLUT4 vesicle trafficking to plasma membrane by RAB8, RAB10 and RAB14, (7-9) Plasma membrane
to early endosome (RAB5), then to late endosome (RAB7) and finally to lysosome (RAB7), (10-11) Early endosome to recycling endosome (RAB4),
then to plasma membrane (RAB11), (12) Early phagosome to late phagosome by by RAB5, RAB14 and RAB22, (13) Late phagosome to lysosome
by RAB7, (14-15) Autophagosome budding from plasma membrane by RAB24 and RAB33 and trafficking to lysosome by RAB7, (16) Lipid
droplet biogenesis and homeostasis mediated by RAB18, (17) Mitochondrial fission mediated by RAB32, (18) Endocytosis by RAB5 and RAB21,
(19) Ciliogenesis by RAB8, RAB17 and RAB23. b Vesicle trafficking and cytoskeletal dynamics are regulated by Arf proteins including ARF, ARL
and SAR. c, Nucleocytoplasmic cargo transport through NPC is controlled by RAN. This figure was created with BioRender.com
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Transient stimuli yield transient or more sustained response dynamics.  
This is based on the coupling of reversible protein modifications organised in cycles 
The reversible state allows rapid tuning of molecular memory to external signals 
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The life time of the GTP state depends on regulatory molecules that inhibit the GTP hydrolysis by GAP 

Tuning chemical state memory with proteins 
that kinetically enhance GTP hydrolysis (GAP): 
memory is reduced by GAPs.  

 For Ras, the intrinsic GTP hydrolysis time scale 
is approximately 30 minutes. However, this is 
significantly reduced by GTPase-activating 
proteins (GAPs), with a hydrolysis timescale at 
about 50 milliseconds 

https://www.cytoskeleton.com/ras-cancer-therapeutic-targets
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« Neurons wire together if they 
fire together » 

« Let us assume that the persistence or repetition of a 
reverberatory activity (or "trace") tends to induce 
lasting cellular changes that add to its stability. ... 
When an axon of cell A is near enough to excite a cell 
B and repeatedly or persistently takes part in firing it, 
some growth process or metabolic change takes place 
in one or both cells such that A’s efficiency, as one of 
the cells firing B, is increased ».

«  If the inputs to a system cause the same pattern of 
activity to occur repeatedly, the set of active elements 
constituting that pattern will become increasingly 
strongly inter-associated. That is, each element will 
tend to turn on every other element and (with negative 
weights) to turn off the elements that do not form part 
of the pattern. To put it another way, the pattern as a 
whole will become 'auto-associated'. We may call a 
learned (auto-associated) pattern an engram »R.E. Brown and P.M. Milner  Nature Neuroscience, (2003), 4:1013-1019

The legacy of Donald O. Hebb: more than the Hebb Synapse
 

1949

Donald E. Hebb (1904-1985)

1016 | DECEMBER 2003 | VOLUME 4  www.nature.com/reviews/neuro

P E R S P E C T I V E S

Even some of the psychological data that
was available to Hebb proved to be unreliable.
Lashley was convinced, on the basis of his 1929
rat maze experiments, that the non-sensory
cortex is equipotential for learning37. Present-
day imaging methods show this to be far from
the case. Hebb also believed that perceptual
learning developed slowly, whereas we now
know that infants can recognize some objects
by sight within a few hours of birth, and might
learn about some sounds even before birth.

Nevertheless, Hebb employed this
unpromising material with great ingenuity to
conjure up cell-assemblies and chains of cell-
assemblies, linked by the neural activity
accompanying eye movements that he called
phase-sequences. Hebb envisioned phase-
sequences as neural representations of images
and concepts. Many psychologists were dis-
illusioned by the rarefied philosophy of the
neo-Pavlovians, so these constructs were
received with great enthusiasm. The Hebb of
1945 would not have recognized the nervous
system of 2003, but if it had been accessible to
him when he was writing his book, who
knows what a wonderful psychological theory
he would have woven from it?

Hebb acknowledged that his theory would
need revision in the light of new discoveries.
All theories are built on the shifting sand of
experimental data, and the sand on which
Hebb built shifted unusually quickly, partly as

school of thought for the explanation of gener-
alization was that sensory input establishes a
field, perhaps electrical, in the brain. The form
taken by the field was stipulated to depend only
on the pattern of the stimulus, and not on the
specific location of the stimulated receptors, so
similar patterns always gave rise to the same
field. Gestalt theory could not explain how
recognition of the field was acquired, however.
When this question arose, the Gestalt answer
was that recognition took place in the mind.
The rival behaviourist school of thought,
on the other hand, could explain the learning
but was vague as to how a pattern falling on
different receptors could reach the same
learned recognition structure. Hull36 suggested
that it was by “afferent neural interaction”, but
did not explain how that process might work.

Hebb thought that these problems could
be solved by the application of up-to-date
neural data, and he claimed that his theory
did just that. Unfortunately, however, the
anatomy and physiology of the 1940s was
only marginally better than that of the 1920s.
Little was known about the structure and
connections of the neocortex, and even less
was known about the anatomical connections
between and within subcortical and brain-
stem nuclei. Synaptic transmission was still
believed to be electrical, making inhibition,
the action of psychoactive drugs, learning,
neural effects lasting for longer than a few
milliseconds and many other neural mecha-
nisms much more difficult to understand
than they are today, now that we know that
most synaptic transmission is chemical.

Classical learning theory attempted to formu-
late what happens to the information during
this journey. Because neurons conduct in only
one direction, the route was misguidedly
assumed to be ‘one way’. Furthermore, the
entire transmission path was postulated to be
passive, adding nothing to the input signal.
This made it difficult, if not impossible, for the
theory to take account of mental processes like
intention or desire, should such ‘heresy’ ever
be contemplated.

Hans Berger’s announcement, in 1929 
(REF 35), that the brain exhibits continuous 
electrical activity changed all this. Simple equa-
tions could no longer be considered as realistic
representations of the S–R relationship in 
living organisms; the intrinsic activity of the
path must be taken into account. For Hebb,
this meant that psychologists could no longer
pretend that the biology of the organism is
irrelevant. If, as seems obvious, behaviour 
is affected by variables like attention and set,
psychological theory cannot ignore them. The
phenomena must be related to neural activity,
and if current neural data cannot explain
them, the only scientifically acceptable conclu-
sion is that current data are wrong or incom-
plete. Hebb pointed out that electroencephalic
data clearly demonstrated the inadequacy of
the physiological data on which classical
behaviourism rested. This was Hebb’s justifica-
tion for adopting a neural theory based on
more current neurophysiological data.

Generalization in the visual system was the
main issue that was tackled by Hebb in The
Organization of Behavior (BOX 3). The Gestalt

Box 2 | Development of the ‘Hebb synapse’ postulate: 1934

As a Ph.D. student at the University of Chicago in 1934, Hebb re-applied his ideas in a paper for
his anatomy class, entitled ‘The interpretation of experimental data on neural action’. One of the
figures from this paper (panel a) illustrates the Hebb synapse principle. A represents an afferent
axon excited by the stimulus to be conditioned, and X and Y represent efferent tracts leading to
the active reflex and to other less active reflexes. The co-incidence of excitation in A and reflex
activity in X would lead to the formation of a route A–B–X and to the discontinuance of other
routes, such as A–C–Y, A–D and A–E. So, to explain the acquisition of conditioned reflexes,
Hebb modified the neurobiotaxis theory in two ways: 1) only active axons would grow towards
active target cells, and 2) active axons would be repelled by inactive cells. Another figure from
this paper (panel b) expands this concept to an axon A with two terminal branches A’ and A’’
activating B and C. With greater activity of B, the route A’–B will be strengthened, but if there is
an interneuron D, which is activated by A’, the route A’–D–C will be strengthened.

Figure 2 | Dalhousie University. Donald O. Hebb
at Dalhousie University, circa 1922. Photo
courtesy of Mary Ellen Hebb.
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tions could no longer be considered as realistic
representations of the S–R relationship in 
living organisms; the intrinsic activity of the
path must be taken into account. For Hebb,
this meant that psychologists could no longer
pretend that the biology of the organism is
irrelevant. If, as seems obvious, behaviour 
is affected by variables like attention and set,
psychological theory cannot ignore them. The
phenomena must be related to neural activity,
and if current neural data cannot explain
them, the only scientifically acceptable conclu-
sion is that current data are wrong or incom-
plete. Hebb pointed out that electroencephalic
data clearly demonstrated the inadequacy of
the physiological data on which classical
behaviourism rested. This was Hebb’s justifica-
tion for adopting a neural theory based on
more current neurophysiological data.

Generalization in the visual system was the
main issue that was tackled by Hebb in The
Organization of Behavior (BOX 3). The Gestalt

Box 2 | Development of the ‘Hebb synapse’ postulate: 1934

As a Ph.D. student at the University of Chicago in 1934, Hebb re-applied his ideas in a paper for
his anatomy class, entitled ‘The interpretation of experimental data on neural action’. One of the
figures from this paper (panel a) illustrates the Hebb synapse principle. A represents an afferent
axon excited by the stimulus to be conditioned, and X and Y represent efferent tracts leading to
the active reflex and to other less active reflexes. The co-incidence of excitation in A and reflex
activity in X would lead to the formation of a route A–B–X and to the discontinuance of other
routes, such as A–C–Y, A–D and A–E. So, to explain the acquisition of conditioned reflexes,
Hebb modified the neurobiotaxis theory in two ways: 1) only active axons would grow towards
active target cells, and 2) active axons would be repelled by inactive cells. Another figure from
this paper (panel b) expands this concept to an axon A with two terminal branches A’ and A’’
activating B and C. With greater activity of B, the route A’–B will be strengthened, but if there is
an interneuron D, which is activated by A’, the route A’–D–C will be strengthened.

Figure 2 | Dalhousie University. Donald O. Hebb
at Dalhousie University, circa 1922. Photo
courtesy of Mary Ellen Hebb.
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Even some of the psychological data that
was available to Hebb proved to be unreliable.
Lashley was convinced, on the basis of his 1929
rat maze experiments, that the non-sensory
cortex is equipotential for learning37. Present-
day imaging methods show this to be far from
the case. Hebb also believed that perceptual
learning developed slowly, whereas we now
know that infants can recognize some objects
by sight within a few hours of birth, and might
learn about some sounds even before birth.

Nevertheless, Hebb employed this
unpromising material with great ingenuity to
conjure up cell-assemblies and chains of cell-
assemblies, linked by the neural activity
accompanying eye movements that he called
phase-sequences. Hebb envisioned phase-
sequences as neural representations of images
and concepts. Many psychologists were dis-
illusioned by the rarefied philosophy of the
neo-Pavlovians, so these constructs were
received with great enthusiasm. The Hebb of
1945 would not have recognized the nervous
system of 2003, but if it had been accessible to
him when he was writing his book, who
knows what a wonderful psychological theory
he would have woven from it?

Hebb acknowledged that his theory would
need revision in the light of new discoveries.
All theories are built on the shifting sand of
experimental data, and the sand on which
Hebb built shifted unusually quickly, partly as

school of thought for the explanation of gener-
alization was that sensory input establishes a
field, perhaps electrical, in the brain. The form
taken by the field was stipulated to depend only
on the pattern of the stimulus, and not on the
specific location of the stimulated receptors, so
similar patterns always gave rise to the same
field. Gestalt theory could not explain how
recognition of the field was acquired, however.
When this question arose, the Gestalt answer
was that recognition took place in the mind.
The rival behaviourist school of thought,
on the other hand, could explain the learning
but was vague as to how a pattern falling on
different receptors could reach the same
learned recognition structure. Hull36 suggested
that it was by “afferent neural interaction”, but
did not explain how that process might work.

Hebb thought that these problems could
be solved by the application of up-to-date
neural data, and he claimed that his theory
did just that. Unfortunately, however, the
anatomy and physiology of the 1940s was
only marginally better than that of the 1920s.
Little was known about the structure and
connections of the neocortex, and even less
was known about the anatomical connections
between and within subcortical and brain-
stem nuclei. Synaptic transmission was still
believed to be electrical, making inhibition,
the action of psychoactive drugs, learning,
neural effects lasting for longer than a few
milliseconds and many other neural mecha-
nisms much more difficult to understand
than they are today, now that we know that
most synaptic transmission is chemical.
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focus on somewhat more detailed plasticity models
adapted for spiking neural network (SNN) models. We
do not cover computational models that represent
biochemical and biophysical synaptic processes here,
though these are relevant in the domain of neurophar-
macology [40,41].

Spike-timing dependent plasticity (STDP)
STDP is by far the most commonly used synaptic plas-
ticity model for SNN. It is a data driven, phenomeno-
logical model [42,43] in which the weight change is
dependent on the relative timing of pre- and post-
synaptic spikes. A wide variety of symmetric and asym-
metric STDP kernels have been described and
evaluated, and a triplet-STDP model was developed as
an extension to achieve a better fit with experimental

data [44,45]. A reward-dependent STDP kernel with
eligibility traces, r-STDP, was developed by Izhikevich
[46] and employed to model synaptic WM [47].
Notably, STDP models can be related to non-spiking
rate models under the assumption of Poisson firing of
both pre- and postsynaptic neurons and can then
reproduce standard rate-based Hebbian as well as anti-
Hebbian learning [48].

The Bayesian confidence propagation learning rule
(BCPNN)
The BCPNN model has been used in several recent
models of Hebbian synaptic WM. Its learning rule was
derived in a straightforward way from Bayes rule, first for
non-spiking models of cortical associative memory but
later also adapted for SNN [49e51]. Activation and co-

Box 1. Hebbian, unlike non-Hebbian, plasticity can encode novel memories

A. Forming novel memories and associations is a hallmark of human memory. The figure below illustrates that the outcome of non-Hebbian-STP
is unspecific by enhancing all outgoing synapses from neurons activated by a stimulus. In contrast, Hebbian plasticity potentiates selectively
synapses targeting only active postsynaptic neurons and thus forms a retrievable memory. As a result, cue-driven recall in neural circuits with only
non-Hebbian-STP leads to a spreading activation, unlike in circuits with Hebbian-STP, where a retrievable memory is encoded.

B. The low discriminability of non-Hebbian plasticity is further illustrated by the below weight matrices (W) resulting from encoding seven sparse
random patterns in a small recurrent attractor memory using Hebbian compared to pre- and postsynaptic non-Hebbian plasticity. Synaptic
facilitation or augmentation are examples of presynaptic non-Hebbian-STP and an intrinsic excitability change is an example of post-synaptic
non-Hebbian-STP.

Fast Hebbian plasticity andWM Lansner et al. 3
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Methods
Signal propagation algorithm. The causal relationship between signaling molecules can be represented by 
a directed link with a sign in signaling networks, where the source (i.e., regulator) activates or inhibits the target 
through biochemical modification such as phosphorylation (Fig. 2a). The activity of a node can be mathemati-
cally defined as follows:
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Figure 1. Illustration of a complex signaling network. (a) The topology of an exemplary signaling network. (b) 
The outcome of signaling. Red and blue links represent activating and inhibiting signals, respectively. Red and 
blue nodes indicate up-regulated and down-regulated nodes, respectively.

Figure 2. Topological information and signal flow. (a) A biochemical reaction such as phosphorylation of a 
protein in signaling networks can be represented by a directed link with a sign (i.e., a signed edge of a digraph). 
Activation and inhibition are denoted as plus (+) and minus (−) signs, respectively. (b) Signal flow is estimated 
by calculating the multiplication of the link weight and the activity of source node. (c) There are four types of 
signal flow. The sign of link and the sign of signal flow can be same or opposite depending on the source node 
activity and link weight where pointed arrow (→) indicates a positive weight and blunt arrow (⊣) denotes a 
negative weight.
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by calculating the multiplication of the link weight and the activity of source node. (c) There are four types of 
signal flow. The sign of link and the sign of signal flow can be same or opposite depending on the source node 
activity and link weight where pointed arrow (→) indicates a positive weight and blunt arrow (⊣) denotes a 
negative weight.

D. Lee & K-H. Cho. Scientific Reports | 8:5262 (2018)

Hebbian rule in signalling networks

• Similar principles of cue-driven activation of molecules in a signalling network. 

726 Integr. Biol., 2011, 3, 724–732 This journal is c The Royal Society of Chemistry 2011

glycolysis to HIF signaling;35 other modeling reports have also
linked metabolism to energy signaling.38 Some studies using
ODE models go even further and integrate cancer-related
processes at various levels, accounting for cell cycle, drug
penetration, tumor physiology and metabolism.41 As we want
to emphasize the recurrent dynamic properties in biological
networks of various scales (gene, signaling and metabolism) in
this review, we will concentrate on the ODE representations of
these network motifs.

Integrating networks and feedback motifs in cancer
cells

Biological features of cancer network motifs and their
implications

Cancer signaling network motifs have certain properties and
lead to implications in molecular mechanisms of tumorigenesis
and practical applications such as prediction of prognosis
and the clinical outcomes of cancer patients. A large-scale
characterization of network motifs in cancer signaling showed
that positive signaling regulatory network motifs are preferentially
used by cancer driving mutating oncogenes, in contrast,
negative signaling regulatory network motifs are preferentially
used by methylated genes and tumor suppressors in cancer
cells.1 These observations are in agreement with the fact that
oncogenes often get mutated and then increase their biochemical
activities. Such a mutated oncogene in a positive feedback loop
might amplify the output signal and therefore consistently trigger
the downstream signals in cancer cells. On the other hand,
methylated genes and tumor suppressor mutations cause the
genes to lose or decrease their biochemical activities. Such a
gene in a negative signaling regulatory loop might also amplify

the cellular signals and trigger the downstream cellular signals
in cancer cells.
Combining these insights with the features of the degradation

of mRNAs or proteins in network motifs led to more under-
standing of the molecular mechanisms of the tumorigenesis
and even practical applications in cancer. In general, in a gene
regulatory motif, the regulator has a short half-life.43 Such a
feature decreases the response time of the network motifs to
the signal cues from environment or neighbouring cells. This
insight triggered the further examination of mRNA or protein
degradation in these motifs. microRNA (miRNA), a short
RNA sequence, which binds to 30UTR region of the genes, has
a function of blocking mRNA transcription or inducing
mRNA/protein degradation. Interestingly, microRNAs are
preferentially regulating positive signaling regulatory network
motifs but avoid regulating negative signaling regulatory
network motifs.2 miRNA is processed by the miRNAmachinery.
Therefore, these observations suggest that low activity of
the miRNA machinery could produce less miRNAs, which
could reduce the degradation of the gene products in positive
regulatory network motifs, and finally make the corresponding
signals amplified. This result is similar to that of oncogene
mutations in the positive regulatory network motifs, and
then leads to cancer signal amplification. Low expression of
key genes of the miRNA processing machinery could thus
promote cancer progression and metastasis. By examining
the expression of Dicer, which is the key gene of the
miRNA processing machinery, in two breast cancer patient
cohorts containing 581 samples,44,45 we found that the
expression of Dicer is indeed lower in metastatic samples than
the non-metastatic samples. Moreover, low expression of
Dicer is able to predict poor outcomes for breast cancer
patients.

Fig. 1 Representations of cell signaling networks. (A) Traditional, pathway specific view with receptors activating linear signaling cascades

leading to TFs activation, gene expression and protein. (B) Network view where biological information from high-throughput experiments is used

to build an unbiased network where components are not necessarily linked to one pathway. Also shown in (B) is the possible feedback loops within

gene expression networks. C: Systems analysis of biological networks components. Here a 3 nodes network is analyzed with ODEs, showing

2 recurrent cases: adaptation and bistable switching (further analysis of these motifs is provided in Fig. 2).
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Cloutier Wang. Integr. Biol., 3, 724–732 (2011)

• Signalling networks a composed of many proteins that are shared among different pathways 
• Promiscuous binding among different pathways.
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[13], they may have conserved molecular features, such as subcellular localization, membrane
transport, motor activity, ribosomal function, etc. [19]. Thus, IDPs/IDRs are good candidates
for the conformational memory providing fast cellular learning (Figure 1).

Prion proteins are enriched for structural disorder and represent another form of conformational
memory. A conformational switch may convert prions to a β-sheet-enriched form, making exten-
sive aggregates. Chaperones are required for prion formation but may also erase prionmemory in
cases of severe stress [13]. For example, in budding yeast cells, the prion form of Pin1maintained
the molecular memory of a previous heat stress for subsequent generations [3]. Additionally, the
neuronal cytoplasmic polyadenylation element binding (CPEB) protein of the mollusk Aplysia can
undergo a prion-like conformational transformation and behave as a molecular switch perpetuat-
ing molecular memory for years [20]. These observations confirmed the earlier hypothesis that
prions may participate in memory formation [21].

segment (intrinsically disordered region,
IDR) of the protein.
Molecular memory: molecular
mechanisms inducing cellular learning
either within a single cell cycle or by
developing intergenerational, epigenetic
memory.
Molecular switch: a molecule that can
be reversibly shifted between two or
more stable states.
Moonlighting proteins: proteins that
perform multiple functions, often in
different cellular locations, and/or
participate in different protein
complexes.
Network edge: connection between
two network nodes (i.e., basic elements
of the network); network edges may be
weighted, directed, and may have sign
(i.e., they may encode activation or
inhibition).
Oja's rule: introduces a 'forgetting'
term to the Hebbian learning rule making
sure that the sum of total edge weights
should not increase.
Prion proteins: misfolded proteins
capable of transmitting their misfolded
conformation to normal variants of the
same protein.
Protein translocation: signal-induced
relocalization of proteins between
subcellular compartments.
Sensitization: a form of nonassociative
learning where a repeated stimulus
results in the amplification of its
response.
Signaling network: a directed network
of proteins and RNAs participating in
cellular signaling processes.
System-level memory: a form of
molecular memory which is not provided
by individual signaling molecules but by
the concerted activation of signaling
pathways.
Transcriptional memory: a set of
modifications of DNA and DNA-binding
proteins (primarily histones) regulating
the accessibility of genes for
transcription.

TrendsTrends inin BiochemicalBiochemical Sciences Sciences

Figure 1. Conformational Memory of Signaling Proteins as a Potential Form of Cellular Learning. Conformational
memory, whereby proteins transiently keep their binding competent state after dissociation, is a well-established
phenomenon [13–15]. For example, the integrin receptor (β1 subunit) [14], sarcoplasmic/endoplasmic reticulum
Ca2+ATPase (SERCA) [15], and prion-like proteins [3,20,21] all possess conformational memory and participate in cellular
learning. Here, we illustrate the steps of a conformational memory-mediated learning process on the example of an
intrinsically disordered protein (IDP). Importantly, 85% of human signaling proteins contain intrinsically disordered regions
(IDRs), which opens the possibility of the transient stabilization of their signal-induced folding [13,16]. (1) The first signal
induces the association of neighboring proteins A and B in a signaling cascade, which induces a binding-competent
conformation of protein B (e.g., via folding of an IDR of protein B) [58]. (2) After the first signal’s termination, proteins A and
B dissociate. However, within a time window (which may depend on the unfolding rate of the IDR of protein B), protein B
keeps its binding-competent conformation as a conformational memory. (3) If the first signal is repeated soon, the second
signal finds protein B still in a binding-competent state, which causes a faster and more robust signal transmission. The
signal-induced conformational memory of protein B increases the binding affinity between protein A and protein B. Note,
this is exactly the same as the signaling network representation of the Hebbian learning rule [1], where the edge weight of
two signal transducing neighbors increases because of the signaling process.

Trends in Biochemical Sciences
An official publication of the INTERNATIONAL UNION OF BIOCHEMISTRY ANDMOLECULAR BIOLOGY

286 Trends in Biochemical Sciences, April 2020, Vol. 45, No. 4

• (1) A first signal induces the association of neighboring proteins 
A and B, which induces a binding-competent conformation of 
protein B (e.g., via folding of an IDR of protein B) 

• (2) After the first signal’s termination, proteins A and B 
dissociate. However, within a time window, protein B keeps its 
binding-competent conformation as a conformational memory.  

• (3) Upon repetition of the first signal, the second signal finds 
protein B still in a binding-competent state, which causes a 
faster and more robust signal transmission.  

• The signal-induced conformational memory of protein B 
increases the binding affinity between protein A and protein B.  

• Proteins transiently keep their binding competent state after dissociation. 
• Signalling induced reinforcement of protein/protein interactions

Csermely et al , and P. Tompa. Trends in Biochemical Sciences, (2020), 45: 284-294

Hebbian rule in signalling networks
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target gene
transcription
(e.g., rhoB)

signaling response
(Erk localization)

target protein
accumulation
(e.g., RhoB)
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PIF
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light (650 nm)

Ras
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MEK

Erk BFP

OUTPUTS
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nascent RNA

MS2 coat
protein

ribosome

mCherry

Figure 11.50: From signaling to transcription to translation. Experimental
readout of the signaling process. Infrared light is used to induce the Phy-PIF
interaction that localizes the activation domain SOScat to the membrane where
it activates a signal cascade by activating Ras. The outcome of that process
is the localization of blue-fluorescent protein (BFP) fused Erk to the nucleus
where transcription occurs. Transcription is read out using the MS2 technique
discussed repeatedly throughout the book. The translation of that mRNA is
read out in turn through the fluorescence of msfYFP.
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Figure 11.51: Measurement of the ERK signaling cascade. (A) Temporal dy-
namics of the three readouts of the signaling-transcription-translation process.
The panel at the top of each graph shows the history of illumination. (B) Flu-
orescence microscopy images of the three stages measured during the signaling
process relating input to output.

induced Erk signaling shows characteristic rounds of nuclear localization after
illumination, resulting in transcription events like those shown in the middle
panel of Figure 11.51(A). The beauty of this experimental approach is that it
permits the application of any sort of temporal history of stimulation that one
might dream up. Several interesting candidate input functions include constant
stimulation and periodic stimulation, with di↵erent times between the pulses of
light.

The kinetic models of transcription that we have used throughout the book
o↵er the opportunity to explore input-output dynamics for di↵erent choices of
input signaling trajectories. The key elements of such a model are shown in Fig-
ure 11.52 where we see that the dynamical variables are the amount of nuclear
Erk (E(t)), the amount of dusp mRNA m(t) associated with the so-called dual
specificity phosphatases (DUSP) that remove phosphate from nuclear Erk, the
amount p of DUSP protein and the amount of mRNA associated with down-
stream target genes (mt(t)).

The dynamics of nuclear localized Erk is given by the equation

dE

dt
= s(t)� �E � rpE (11.127)

where s(t) is the temporal history of the light stimulation of the system and r
is the e↵ective rate of dephosphorylation of nuclear Erk. The term involving
pE reflects the formation of a degradation complex between the DUSP protein

An optogenetic system to study quantitatively output responses to light input/Ras activation

How protein stability affects signalling
• If proteins turnover rapidly, there is no memory of their past expression.  
• Protein decay rate vs rate of negative feedback: dictates the response behaviour of a signalling pathway.

Wilson et al., and J. Toettcher. Molecular Cell 67, 757–769 (2017)

H.G. Garcia and R. Phillips. Physical Genomics - from E.coli to Elephants, PUP 
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nucleus

MAPK
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MAPK

P
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DUSP target genes

Figure 11.52: Model of Erk nuclear localization and transcription of target
genes. Transcription of dual specificity phosphatases is hypothesized to result
in negative feedback that removes nuclear Erk through dephosphorylation. Erk
also activates a variety of target genes.
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Figure 11.53: Dynamics of target gene expression as a function of dynamics
of input stimulus. (A) Response due to a continuous light pulse. After initial
production of the target gene, the production of p leads to negative feedback.
(B) Pulse train with short times between pulses, meaning that the system has
a “memory” of the protein p which exercises negatie feedback. (C) Pulse train
that leads to repeated pulses of production of the downstream gene since the
delay between pulses is long enough for p to degrade.
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production of the target gene, the production of p leads to negative feedback.
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that leads to repeated pulses of production of the downstream gene since the
delay between pulses is long enough for p to degrade.
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Figure 11.53: Dynamics of target gene expression as a function of dynamics
of input stimulus. (A) Response due to a continuous light pulse. After initial
production of the target gene, the production of p leads to negative feedback.
(B) Pulse train with short times between pulses, meaning that the system has
a “memory” of the protein p which exercises negatie feedback. (C) Pulse train
that leads to repeated pulses of production of the downstream gene since the
delay between pulses is long enough for p to degrade.

Molecular memory

How protein stability affects signalling
• The Dual Specificity Phosphatase DUSP is a target of 

ERK and exerts a negative feedback on ERK 
• This negative feedback causes a transient 

transcriptional activation of target genes.  
• If pulses of light at different time intervals are induced, 

different transcriptional outputs are observed as a 
function of the time interval between pulses.

Wilson et al., and J. Toettcher. Molecular Cell 67, 757–769 (2017)
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Figure 11.54: Measurement of the temporal dynamics of target gene expression
due to Erk signaling. (A) Microscopy images at di↵erent time points showing
the transcription of mRNA associated with target genes of the Erk pathway.
(B) Gene expression as a function of delay time between light pulses with a
duration of 20 minutes.

The qualitative features of the model described above were borne out ex-
perimentally as seen in Figure 11.54 which gives several examples of the gene
expression as a function of the delay between input signal pulses. We see that
the dynamics is qualitatively similar to the bandpass filter illustrated in Fig-
ure 11.53. Figure 11.54(A) shows imaging data just prior to and just after
pulses of light, where the MS2 signal provides a readout of transcription. Fig-
ure 11.54(B) shows a series of graphs that e↵ectively provide the temporal re-
sponse function for di↵erent genes controlled by the Erk signaling pathway by
showing the level of expression as a function of the delay time parameter.

At the risk of repeating ourselves, this is a book about a style of thinking
about transcription. That style prioritizes the razor sharp assertion of our as-
sumptions about a given problem, with the criterion for that sharpness being
whether we can mathematicize a given biological story or not. In those cases
where such mathematicization is possible, we celebrate the style of thinking in
which there is a rich interplay between those theoretical ideas and the experi-
mental measurements that are designed and then made that make it possible to
see how well those assumptions survive this kind of scrutiny. This case study in
ERK signaling represents a beautiful first attempt at that style.

Having now considered the “time” element in gene expression, we next turn
to the “space” element in gene expression. RP: see the grab bag of ideas

at the end that are hidden

• Key feature: degradation time vs time scale of negative 
feedback. 

If time delay is too short, then DUSP remains sufficiently high to 
maintain the negative FB and reduce target gene activation. 

At intermediate values, loss of DUSP « memory » due to 
degradation allows new pulse of target gene transcription.  

If time is too long, , fewer pulses and transcription is lower.
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DNA methylation and genomic imprinting

• DNA methylation occurs at C and A 
• DNA methylation is associated with repression of 

transcription 
• DNA methylation pattern is erased at the onset of a new 

generation and reestablished during development. 
DNA methylation is important for cell differentiation. 

• Inheritance of DNA methylation through cell division, ie 
DNA replication. Hemimethylated sites are recognised 
and lead to methylation of unmethylated strand 
(following DNA replication). 

Seisenberger S, et al. Phil Trans R Soc B 368: 20110330 (2013)

mediated by DNMT1 contributes to the deterioration of the
methylome at late S-phase replication domains during aging and
tumorigenesis.

In addition to those showing imperfect maintenance by DNMT1,
a number of studies that mapped DNA methylation genome-wide
have reproducibly observed that TET deficiency in diverse cell
types resulted in widespread loss of methylation of heterochro-
matin (Hon et al., 2014; Lu et al., 2014; Lopez-Moyado et al., 2019).
This is an unexpected observation, considering the well-known
function of TETs in DNA demethylation. However, it is unclear
how pervasive aging- and cancer-associated heterochromatic
hypomethylation is a consequence of TET deficiency.

10. Concluding remarks

Our review attempts to provide a comprehensive summary of
recent progress in understanding the inheritance of DNA methyl-
ation during mitotic division in mammalian cells. The latest evi-
dence suggests multiple layers of mechanisms that underlie the
robust maintenance efficiency of DNMT1, the involvement of both
replication-coupled and replication-uncoupled phases, and the
presence of extensive active methylation turnover at regulatory
elements mediated by TETs and DNMT3s. Insights obtained from
these studies also led us to propose that DNMT1-mediated DNA

methylation maintenance is not a precisely digital ‘copy and paste’
mechanism (Fig. 3A). Instead, this enzyme copies the methylation
status from the parental strand to the daughter strand through a
‘neighboring-reinforcement’ process (Fig. 3B). In this model,
DNMT1 has three main properties: high but incomplete catalytic
activity toward hemi-mCpGs, low but considerable de novo activity
toward unmethylated CpGs, and the ability to ‘slide on DNA’ when
it is targeted to a DNA substrate. Consequently, the regional
methylation status in methylated high CpG density regions and
unmethylated low CpG density regions may be well maintained
during mitotic cell divisions owing to the synergistic effect of the
neighboring CpGs (Fig. 3B). On the other hand, this model also
suggests that the methylated status of low CpG density regionsmay
be sensitive to environmental insults, leading to replicative
‘epigenetic drift’. While errors in replicating methylation patterns
are not necessarily programmed, they may accumulate during
multiple cell divisions, which leads to functional consequences.
Consistent with this idea, erosion of the DNA methylation land-
scape is widely observed in aging and cancer cells. Nevertheless,
the underlying mechanisms for methylation drift remain to be
explored. It would be interesting to investigate how the unique
nature of methylation maintenance machinery affects the DNA
methylome and consequently affects the progression of cells in the
process of aging and tumorigenesis.

Fig. 3. The ‘copy and paste’ model and ‘neighboring-reinforcement’ model for DNMT1-mediated DNA methylation maintenance. (A) In the classical model, DNMT1 is a ‘mainte-
nance’ enzyme that faithfully copies the methylation status of individual CpGs from the parent strand to the daughter strand. (B) In the ‘neighboring-reinforcement’ model, DNMT1
is recruited by UHRF1 to the regions containing hemi-mCpGs, slides on DNA to search for its substrate, and methylates hemi-mCpGs with high efficiency while also showing low
catalytic activity toward unmethylated CpGs. The occasional loss of methylation at individual CpG sites in the parental cells is compensated by the ‘neighboring-reinforcement’
process, which contributes to the imprecise yet robust maintenance of the regional methylation state. CpG, cytosine-guanine dinucleotide; DNMT, DNA methyltransferase; hemi-
mCpGs, hemimethylated CpGs.
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during mitotic cell divisions owing to the synergistic effect of the
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‘epigenetic drift’. While errors in replicating methylation patterns
are not necessarily programmed, they may accumulate during
multiple cell divisions, which leads to functional consequences.
Consistent with this idea, erosion of the DNA methylation land-
scape is widely observed in aging and cancer cells. Nevertheless,
the underlying mechanisms for methylation drift remain to be
explored. It would be interesting to investigate how the unique
nature of methylation maintenance machinery affects the DNA
methylome and consequently affects the progression of cells in the
process of aging and tumorigenesis.
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Somatic gene recombination in post-mitotic neurons 
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Figure 3: VDJ recombination in the immune system. VDJ recombination requires the RAG 
complex and NHEJ enzymes to break and recombine the native genomic locus in a multi-step 
process. Somatic hypermutation may occur. Immunoglobulin heavy-chain class-switch 
recombination results in isotype replacement of the expressed C region for another downstream C 
region involving distinct cis elements and enzymology. Recombined loci are then transcribed and 
spliced for translation into generate antibody proteins.  Related VDJ processes affect 
immunoglobulin light chains (producing VJ joining) and T-cell receptors. 
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Non-homologous end joining
(NHEJ). A DNA repair process 
that joins broken DNA ends 
(double strand breaks) without 
using homologous DNA as a 
template. Components of this 
pathway include the proteins 
Ku70 (also known as XRCC6), 
Ku80 (also known as XRCC5), 
Artemis, X-ray repair cross-
complementing protein 4 
(XRCC4), DNA ligase IV and 
the catalytic subunit of 
DNA-dependent protein 
kinase (DNA-PKcs).

Chromatin
The combination of DNA, 
histones and other proteins 
that comprises eukaryotic 
chromosomes. The basic 
repeating unit of chromatin is 
the nucleosome, which consists 
of an octamer of histone 
proteins around which ~146 
base pairs of DNA is wound.

Allelic exclusion
In theory, every B cell has  
the potential to produce two 
immunoglobulin heavy chains 
and two immunoglobulin light 
chains. In practice, however,  
a B cell produces only one 
immunoglobulin heavy chain 
and the majority produce only 
one immunoglobulin light 
chain. Similarly, most T cells 
produce only a single T cell 
receptor β-chain protein.  
The process by which the 
production of two different 
chains is prevented is known  
as allelic exclusion. Allelic 
exclusion is accomplished 
primarily through regulated 
V(D)J recombination.

pairs, which defines the 12RSS and 23RSS, respectively 
(BOX 1). There is a strong preference for recombination 
between a 12RSS and a 23RSS, a restriction known 
as the 12–23 rule5. RAG (BOX 2) recognizes RSSs and 
cleaves DNA during V(D)J recombination6. RAG1 is 
the principal DNA-binding component and contains 
most or all of the active site residues that catalyse DNA 
cleavage. RAG2 enhances RAG1–heptamer element 
interactions and is a vital cofactor for DNA cleavage6,7. 
RAG1 and RAG2 contain several important regula-
tory domains at their amino and carboxyl termini, 
respectively (BOX 2). DNA cleavage in vitro by RAG is 
strongly enhanced by high-mobility group protein B1 
(HMGB1) or HMGB2 (which are ubiquitous, nonspe-
cific DNA binding and bending proteins), but a role for 
HMGB proteins in V(D)J recombination in vivo has yet 
to be proven6. Hereafter, HMGB1 is used to refer to 
either protein.

RSS recognition is thought to occur via a capture 
model (FIG. 2a) in which the full complement of RAG1, 
RAG2 and HMGB1 proteins binds to one RSS to form 
the signal complex and then captures a second RSS that 
lacks bound proteins, forming the synaptic or paired 
complex8,9. DNA cleavage is a two-step process (FIG. 2b). 
RAG first introduces a single strand nick between the 

heptamer and the gene segment. The 3ʹ hydroxyl group 
that is created then attacks the other strand to generate 
a DNA double strand break, a step referred to as hair-
pin formation because it generates a covalently sealed 
hairpin at the end of the gene segment. Hairpin forma-
tion only occurs in the paired complex and is thought 
to take place simultaneously at the two RSSs. Nicking 
is less tightly regulated and can occur in the signal or 
paired complex6,10.

Order during V(D)J recombination. Antigen recep-
tor loci recombine in a well-defined order during 
lymphocyte development5,11,12. The immunoglobulin 
heavy chain (Igh) and TCR β-chain (Tcrb) loci are the 
first to be assembled during the development of B cells 
and αβ T cells, respectively, with D-to-J recombination 
invariably preceding V-to-DJ recombination. Following 
this, recombination of the immunoglobulin light chain 
locus (either Igk or Igl) or the TCR α-chain locus (Tcra) 
is initiated. Most mature B cells and αβ T cells express 
only one functional Igh or Tcrb allele, respectively, and 
this phenomenon of allelic exclusion is accomplished 
through tight control of the recombination process. 
Immunoglobulin loci recombine fully only in the B cell 
lineage and TCR loci recombine only in developing 

Figure 1 | The structure of antigen receptor genes. Schematic diagrams of the four mouse antigen receptor loci for 
which the binding patterns of the recombination activating gene (RAG) proteins have been reported. Variable (V), diversity 
(D) and joining (J) gene segments are represented as yellow, red and blue rectangles, respectively, constant (C) regions are 
shown as grey rectangles, enhancer elements as green ovals and germline promoters associated with recombination 
centres as green diamonds with arrows. The promoters associated with each V gene segment and the recombination 
signal sequences (RSSs) are not shown. The approximate sizes of the regions within each locus are indicated, together 
with the approximate number of gene segments in each region (shown in parentheses). The recombination centres (blue 
shaded areas) are the regions that are bound by RAG1 and RAG2 when the loci are in their germline configurations85. 
a | The immunoglobulin heavy chain (Igh) locus in its germline and assembled configurations. b | The germline Igk locus. 
c | The germline T cell receptor β­chain (Tcrb) locus. d | The germline Tcra–Tcrd locus. The Tcra recombination centre is 
represented by two triangles to depict the 5ʹ to 3ʹ gradient of RAG binding observed downstream of the T early α (TEA) 
element and the increase observed downstream of the Jα49 germline promoter85.
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CRISPR mediated immunity against bacteriophages

• Insertion of pieces of foreign DNA, such as a viral 
or plasmid genome, specifically into the CRISPR 
array. 

• Utilization of the processed CRISPR transcript 
(crRNA) as guides for inactivation of the cognate 
target. 

• Acquired, heritable, highly specific and efficient 
protection against the cognate (parasitic) 
element.

as adaptation), followed by utilization of the processed
CRISPR transcript (crRNA) as guides for inactivation of
the cognate target [13–19]. The net result is the acquired,
heritable, highly specific and efficient protection against
the cognate (parasitic) element. Characteristic of immune
mechanisms coevolving with parasites, the CRISPR-Cas
systems show extreme diversity, with 6 distinct types and
19 subtypes identified on the basis of protein domain
compositions and genomic loci architectures [20, 21].
Phenomenologically, the CRISPR-mediated immunity

has all the ingredients of IAC, or Lamarckian evolution:
the genome of a bacterium or archaeon is modified in a
highly specific manner, in response to a specific environ-
mental challenge (such as virus infection), resulting in a
highly specific and efficient adaptation to that particular
challenge (Fig. 1) [11]. The realization of the apparent
Lamarckian character of the CRISPR-mediated immunity
stimulated examination of many other phenomena that
involve seemingly non-random genomic changes from
the perspective of IAC. As a result, several processes,
such as stress-induced mutagenesis and certain types of
horizontal gene transfer have been classified as “quasi-
Lamarckian” [10, 11].
Whether or not a particular process qualifies as a bona

fide case of IAC or Lamarckian evolution, hinges on the
specificity of the mutations involved. Traditionally, the
concept of the Lamarckian mechanism of evolution is
predicated on a high specificity of mutations, i.e., only
the mutations that are adaptive with respect to the
respective causative factor are supposed to occur. In the
case of an adaptive immune system, such as CRISPR-
Cas, this requirement boils down to the fidelity of self-

nonself discrimination. Several recent observations indi-
cate that CRISPR-Cas systems differ from each other in
that respect so that the specificity toward foreign target
DNAs is at least in part determined by selection. Here
we discuss the implications of these findings for under-
standing the CRISPR-Cas mechanisms and more generally
for the IAC problem.

Self-nonself discrimination in CRISPR-Cas systems
For CRISPR-Cas systems, self-nonself discrimination is
relevant at two levels. First, discrimination obviously is
essential at the interference stage: the CRISPR machin-
ery must not target the spacer itself within the repeat
array. Obviously, such targeting would typically cause
cell death. Most of the CRISPR-Cas systems avoid this
outcome through the requirement for the so-called Pro-
tospacer Adjacent Motif (PAM), a short sequence next
to the protospacer that is recognized by the adaptation
complex and is essential for spacers acquisition [22–26].
Although the PAM is a short, partially redundant se-
quence signature, it is strictly avoided in the CRISPR,
thus preventing self-destruction [27]. Type III CRISPR-
Cas systems appear not to require a PAM and instead
apparently avoid self-targeting due to the requirement of
non-complementarity between the crRNA and the target
DNA in the sequence adjacent to the spacer which could
be an additional safeguard against self-destruction in all
CRISPR-cas systems [28].
Second, discrimination involves distinguishing between

foreign and host DNA at the adaptation stage. Outside
the specific context of the CRISPR array, the PAM
cannot provide for efficient self-nonself discrimination

Immunologically 
naïve  population

Attack by an 
unknown virus

Random survival due 
to innate immunity

Acquisition of virus-
derived spacer

Attack by a known 
virus

Survival due to 
adaptive immunity

Fig. 1 The Lamarckian scenario for the CRISPR immune response: efficient self-nonself discrimination

Koonin and Wolf Biology Direct  (2016) 11:9 Page 2 of 9

Koonin and Wolf Biology Direct (2016) 11:9 DOI 10.1186/s13062-016-0111-z
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Plan

• Molecular learning and memory 
• Signalling learning and memory 
• Cellular learning and memory  
• Structural learning and memory 
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Transient signal (eg. from environment/neighbouring cells) leads to 
a sustained response and change in behaviour. 
Allows the cell to retain information about transient signals long 
after being exposed to them. 

• What would be a cell/organism without cellular memory?

Signals would have to be retained for as long as a response is needed. 
Cells would have to remain physically near the inducing/inhibitory cues. 
Complexity and cost would be intractable.

Signalling Learning and Memory



29

Memory of cellular state - Signalling

Thomas LECUIT   2024-2025

General Conclusions: Teleonomic Mechanisms in Cellular 
Metabolism, Growth, and Differentiation 

by JACQUES MONOD AND FRANCOIS JACOB 

Services de Biochimie CeUulaire et de G~.n~tique Microbienne, Institut Pasteur, Paris 

I. INTRODUCTION 

Before attempting to draw the conclusions, or some 
of the conclusions, which emerge from the discussions 
of the past eight days, we would like to express the 
unanimous feeling of the participants that the choice 
of the subject and the timing of this conference were 
excellent, as shown by the exceptional and sustained 
interest of the sessions. For this we are deeply in- 
debted to our host Dr. Chovnick, Director of the Long 
Island Biological Laboratory, and to Dr. Umbarger 
who had a major share in the planning of the con- 
ference. 

We shall not attempt here to summarize the pro- 
ceedings of a meeting where such an abundance of ob- 
servations, pertaining to a wide variety of systems, 
were presented. We would rather try to reconsider the 
problem of cellular regulation as a whole, in perspec- 
tive so to say, as it appears to us as a result of this 
confrontation. 

One conclusion which was repeatedly emphasized is 
the wide-spread occurrence and the extreme impor- 
tance of regulatory mechanisms in cellular physiology. 
Since this aspect has been treated, with character- 
istic elegance and insight by Dr. B. Davis, in his in- 
troductory paper, we shall not dwell on it here. Let 
us however recall, for instance, the systems described 
by Dr. Kornberg (see this Symposium, page 257) 
which illustrate the fact that essential enzymes of in- 
termediary metabolism, such as the condensing enzyme 
(a typical "amphibolic" enzyme according to the use- 
ful terminology proposed by Davis), are submitted to 
wide regulatory variations, depending on the sub- 
strates present in the medium. The idea, often ex- 
pressed in the past, that adaptive effects are limited 
to "unessential" enzymes is thus evidently incorrect. 
Let us also recall that the genetic breakdown of a 
regulatory mechanism has repeatedly been found (cf. 
the cases of fl-galactosidase, alkaline phosphatase, 
aspartate and ornithine transcarbamylase) to lead to 
enormous overproduction of the enzyme concerned; it 
is evident that no cell could survive the breakdown of 
more than two or three, at most, such systems. Finally, 
let us also point to the wide variations observed, in re- 
lation to different diets, in the level of liver enzymes, 
and to the significant observation that, in certain 
hepatic tumors, the same enzymes appear to obey al- 

together different rules of conduct (see Van Potter, 
this Symposium, page 3-55). 

In the present discussion, we wish to center atten- 
tion on the mechanisms, rather than on the physiologi- 
cal significance, of the different regulatory effects. I t  
is clear that great progress has been accomplished in 
this respect, allowing us now clearly to distinguish be- 
tween different types of mechanisms, and also to rec- 
ognize that certain systems which appeared entirely 
different from one another a few years ago, are in fact 
submitted to similar, if not identical, controls. This is 
particularly striking in the case of inducible and re- 
pressible enzyme systems and of lysogenic systems, all 
three of which would seem to obey fundamentally 
similar controlling elements, merely organized into dif- 
ferent circuits. 

The major part of this paper will then be devoted 
to the discussion of mechanisms. However, the analy- 
sis of these mechanisms has been, so far, largely re- 
stricted to microbiological objects. A constantly recur- 
ring question is: to what extent are the mechanisms 
found to operate in bacteria also present in tissues of 
higher organisms; what functions may such mecha- 
nisms perform in this different context; and may the 
new concepts and experimental approaches derived 
from the study of microorganisms be transferred to the 
analysis and interpretation of the far more complex 
controls involved in the functioning and differentiation 
of tissue cells? We shall consider this question in the 
last section of this paper. 

II. REGULATORY MECHANISMS 

A. POSSIBLE, PLAUSIBLE, AND ACTUAL 
CELLULAR CONTROL MECHANISMS 

To begin with, we might try to classify and define 
a priori the main types of cellular regulatory mecha- 
nisms, including any likely or plausible mechanism 
which may or may not have been actually observed, 
or discussed during the present conference. 

1. Mass action 

Since many, if not most, metabolic reactions are 
largely reversible, mass action might have a significant 
share in regulation. However most pathways involve 
one or several irreversible steps which could not be 
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• Cell differentiation in eukaryotes persists once it has been induced. 
• What are the mechanisms of perpetuation of cellular state? 
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would be obtained by assuming a regulator gene con- 
trolled by an operator, sensitive to another regulator. 
For instance, in the system shown below (Fig. 5) a 
regulator gene controls the synthesis of enzymes within 
an operon which includes another regulator gene act- 
ing upon the operator to which the first one is at- 
tached. Such a system would be completely independ- 
ent of the actual metabolic activity of the enzymes, 
and could be switched from the inactive to the active 
state by transient contact with a specific inducer, pro- 
duced for instance only by another tissue. Once acti- 
vated, the system could not be switched back except 
by addition of the aporepressor made by the first regu- 
lator gene. The change of state would therefore be 
virtually irreversible. I t  is easy to see that, conversely, 
starting from the active state, transient contact with 
an inducer acting on the product of RG~ would switch 
the system, permanently, to the inactive state. 

Finally the following type of circuit might be in- 
teresting to consider in relation to cyclic phenomena. 
In this circuit, the product of one enzyme is an inducer 
of the other system while the product of the second 
enzyme is a corepressor (Fig. 6). A study of the prop- 
erties of this circuit will show that, provided ade- 
quate time constants are chosen for the decay of each 
enzyme and of its product, the system will oscillate 
from one state to the other. 

These examples should suffice to show that, by the 
use of the principles which they illustrate, any num- 
ber of systems may be interconnected into regulatory 
circuits endowed with virtually any desired property. 
The essential point about the imaginary circuits which 
we examined, is that their elements are not imaginary. 
The particular properties of each circuit are obtained 
only by assuming the proper type of specific inter- 
connection. Such assumptions are freely permitted 
since, as we have already seen, the specificity of induc- 
tion-repression and of allosteric inhibition is not re- 

RG 1 
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RG 2 

0,i SG1 
4 I I I 

E1 
P~ ~ .... . . .  S,t 

Pz ~ .. . . . . .  Sz 
E z 

, ) , ,  t ,  
Oz SGz 

FIGURE 4. Model IV. Synthesis of enzyme E~, genetically 
determined by the structural gene SG~ is blocked by the 
repressor synthesized by the regulator gene RG~. Synthe- 
sis of another enzyme E2, controlled by structural gene 
SG2 is blocked by another repressor synthesized by regu- 
lator gene RG2. The product P1 of the reaction catalyzed 
by enzyme E~ acts as an inducer for the synthesis of 
enzyme E~ and the product P2 of the reactions catalyzed 
by enzyme E2 acts as an inducer for the synthesis of en- 
zyme E~. 

01 RG1 0 z SGt SG z S i3  i z 

I I 
I2 

FIGURE 5. Model V. The regulator gene RG1 controls the 
activity of an operon containing three structural genes 
(SG~, SG~, SG3) and another regulator gene RG~. The 
regulator gene RG1 itself belongs to another operon sensi- 
tive to the repressor synthesized by RG2. The action of 
RG~ can be antagonized by an inducer I~, which ac- 
tivates SG~, SG~, SG8 and RG2 (and therefore inactivates 
RG~). The action of RG~ can be antagonized by  an in- 
ducer L which activates RG~ (and therefore inactivates 
the systems SG1, SG~, SG, and RG~). 

stricted by any chemical principle of analogy, and ap- 
parently is exclusively the result of selection for the 
most efficient regulation. 

The models involving only metabolic steady-states 
maintained by allosteric effects are insufficient to ac- 
count for differentiation, which must involve directed 
alterations in the capacity of individual cells to syn- 
thesize specific proteins. Such models would seem to 
be most adequate to account for the almost instantane- 
ous, and thereafter more or less permanent, "memori- 
zation" by cells of a chemical event. The problem of 
memory itself might usefully be considered from this 
point of view. 

I t  has long been recognized, by embryologists and 
biochemists alike, that "enzymatic adaptation" might 
offer an experimental approach toward the interpreta- 
tion of differentiation. The realization that induction 
and repression are governed by specialized regulatory 
genes, that both eventually operate by controlling 
negatively the activity of structural genes, and that 
the specificity of inducers or repressors is entirely 

RG~ j01 SG 1 

' L ' ' ' l ' 

PI ~ ...... Si 
Pz ~- . . . . . .  Sz Ez 

RGz 02 SGz 
FIGtTRE 6. Model VI. Synthesis of enzyme El, genetically 
determined by the structural gene SG1, is blocked by the 
repressor synthesized by the regulator gene RG1. Synthe- 
sis of another enzyme E~, controlled by structural gene 
SG2, is blocked by another repressor synthesized by 
regulator gene RG~. The product P1 of the reaction cata- 
lyzed by enzyme E1 acts as an inducer for the synthesis 
of enzyme E~ while the product P2 of the reaction cata- 
lyzed by enzyme E2 acts as a corepressor for the synthe- 
sis of enzyme El. 
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• Network with cross 
inhibitory feedback

• Inducible system 
positive feedback circuit 
(via double inhibition)

• Network with cross inhibition

• Network with co-activation

• Network with double negative 
feedback, ie. positive feedback
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FIGURE 1. Model I. The reactions along the two pathways 
a -> b --> c -> d, and = --> fl --> "y --> 8, are catalyzed by 
enzymes E~, E2, E3 and El', E2', E3'. Enzyme E1 is in- 
hibited by 8, the product of the other pathway. Con- 
versely, enzyme E~' is inhibited by metabolite d, pro- 
duced by the first pathway. 

that since the microbial systems are completely re- 
versible, similar mechanisms could not account for 
stable differentiation. But it should be clear that the 
microbial systems must have been geared precisely for 
reversibility, since selection, in microorganisms, will 
necessarily favor the most rapid response to any 
change of environment. Moreover, it is obvious from 
the analysis of these mechanisms that their known ele- 
ments could be connected into a wide variety of "cir- 
cuits", endowed with any desired degree of stability. 
In order to illustrate some of these possibilities, let us 
study a certain number of theoretical model systems 
in which we shall use only the controlling elements 
known to exist in bacteria, interconnected however in 
an arbitrary manner. 

Consider for instance the following model, which 
uses the properties of the allosteric inhibition effect, 
assuming two independent metabolic pathways, giv- 
ing rise to metabolites a, b, c, d, and a, fl, 7, 8 (Fig. 1). 
Assume that the enzymes catalyzing the first reaction 
in each pathway are inhibited by the final product of 
the other pathway. By such "crossfeedback" a system 
of alternative stable states is created where one of the 
two pathways, provided it once had a head-start or a 
temporary metabolic advantage, will permanently in- 
hibit the other. Switching of one pathway to the other 
could be accomplished by a variety of methods, for 
instance by inhibiting temporarily any one of the en- 
zymes of the active pathway. I t  should be noted that 
a model formally identical with this one was proposed 
by Delbriick (1949) (long before feedback inhibition 
was discovered) to account for certain alternative 
steady-states found in ciliates. 

R G  0 SG 'L' 'J' l '  
E 

" P ~  . . . . . . . .  S 

FIGURE 2. Model II. Synthesis of enzyme E, genetically 
determined by the structural gene SG is blocked by the 
repressor synthesized by the regulator gene RG. The 
product P of the reaction catalyzed by enzyme E acts as 
an inducer of the system by inactivating the repressor. 

The following model corresponds to a classical in- 
duction system, with the only specific assumption that 
the active inducer is not the substrate, but the product 
of the controlled enzyme. (Fig. 2). Such a system is 
autocatalytic and self-sustaining. Although it is not 
self-reproducing in the genetic sense, it should mimic 
certain properties of genetic elements. In the absence 
of any exogenous inducing agent, the enzyme will not 
be synthesized unless already present, when it will 
maintain itself indefinitely. When the system is locked, 
temporary contact with an inducer will unlock it per- 
manently. Actually, certain inducible permease systems 
in E. coli may be described in this way, and behave 
accordingly, as shown by Novick and Weiner (1959), 
and by Cohn and Horibata (1959). A similar mecha- 
nism appears to account for the so-called "slow adapta- 
tion" of yeast to galactose, without having recourse to 
some kind of "plasmagene" as previously believed by 
Spiegelman (1951). 

Two different inducible or repressible systems may 
be interconnected by assuming that each one produces 
the metabolic repressor or the inducer of the other. 
In the first case, as illustrated below (Fig. 3) the en- 
zymes would be mutually exclusive. The presence of 
one would permanently block the synthesis of the 
other. Switching from one state to the other could be 
accomplished by eliminating temporarily the substrate 
of the live system. In  the second case, which may be 
represented as shown in Fig. 4, the two enzymes would 
be mutually dependent; one could not be synthesized 
in the absence of the other, although of course they 
might function in apparently unrelated pathways. 
Temporary inhibition of one of the enzymes, or elimi- 
nation of its substrate, would eventually result in the 
permanent suppression of both. 

In the preceding models, the systems were intercon- 
nected by assuming that the metabolic product of one 
is an inducer or a repressor of the other. Another type 
of interconnection, independent of metabolic activity, 

I I ! 1 1  I 

PI ~ -  . . . . . . .  $ I  

p2  ~- . . . . . . .  S z 
E2 

RGz 0 2 SG2 

FIGURE 3. Model III.  Synthesis of enzyme Ez, genetically 
determined by the structural gene SG1, is regulated by 
the regulator gene RG1. Synthesis of enzyme E=, geneti- 
cally determined by the structural gene SG= is regulated 
by the regulator gene RG=. The product P~ of the reac- 
tion catalyzed by enzyme E~ acts as corepressor in the 
regulation system of enzyme E2. The product P2 of the 
reaction catalyzed by enzyme E2 acts as corepressor in 
the regulation system of enzyme El.  
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FIGURE 1. Model I. The reactions along the two pathways 
a -> b --> c -> d, and = --> fl --> "y --> 8, are catalyzed by 
enzymes E~, E2, E3 and El', E2', E3'. Enzyme E1 is in- 
hibited by 8, the product of the other pathway. Con- 
versely, enzyme E~' is inhibited by metabolite d, pro- 
duced by the first pathway. 

that since the microbial systems are completely re- 
versible, similar mechanisms could not account for 
stable differentiation. But it should be clear that the 
microbial systems must have been geared precisely for 
reversibility, since selection, in microorganisms, will 
necessarily favor the most rapid response to any 
change of environment. Moreover, it is obvious from 
the analysis of these mechanisms that their known ele- 
ments could be connected into a wide variety of "cir- 
cuits", endowed with any desired degree of stability. 
In order to illustrate some of these possibilities, let us 
study a certain number of theoretical model systems 
in which we shall use only the controlling elements 
known to exist in bacteria, interconnected however in 
an arbitrary manner. 

Consider for instance the following model, which 
uses the properties of the allosteric inhibition effect, 
assuming two independent metabolic pathways, giv- 
ing rise to metabolites a, b, c, d, and a, fl, 7, 8 (Fig. 1). 
Assume that the enzymes catalyzing the first reaction 
in each pathway are inhibited by the final product of 
the other pathway. By such "crossfeedback" a system 
of alternative stable states is created where one of the 
two pathways, provided it once had a head-start or a 
temporary metabolic advantage, will permanently in- 
hibit the other. Switching of one pathway to the other 
could be accomplished by a variety of methods, for 
instance by inhibiting temporarily any one of the en- 
zymes of the active pathway. I t  should be noted that 
a model formally identical with this one was proposed 
by Delbriick (1949) (long before feedback inhibition 
was discovered) to account for certain alternative 
steady-states found in ciliates. 
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FIGURE 2. Model II. Synthesis of enzyme E, genetically 
determined by the structural gene SG is blocked by the 
repressor synthesized by the regulator gene RG. The 
product P of the reaction catalyzed by enzyme E acts as 
an inducer of the system by inactivating the repressor. 

The following model corresponds to a classical in- 
duction system, with the only specific assumption that 
the active inducer is not the substrate, but the product 
of the controlled enzyme. (Fig. 2). Such a system is 
autocatalytic and self-sustaining. Although it is not 
self-reproducing in the genetic sense, it should mimic 
certain properties of genetic elements. In the absence 
of any exogenous inducing agent, the enzyme will not 
be synthesized unless already present, when it will 
maintain itself indefinitely. When the system is locked, 
temporary contact with an inducer will unlock it per- 
manently. Actually, certain inducible permease systems 
in E. coli may be described in this way, and behave 
accordingly, as shown by Novick and Weiner (1959), 
and by Cohn and Horibata (1959). A similar mecha- 
nism appears to account for the so-called "slow adapta- 
tion" of yeast to galactose, without having recourse to 
some kind of "plasmagene" as previously believed by 
Spiegelman (1951). 

Two different inducible or repressible systems may 
be interconnected by assuming that each one produces 
the metabolic repressor or the inducer of the other. 
In the first case, as illustrated below (Fig. 3) the en- 
zymes would be mutually exclusive. The presence of 
one would permanently block the synthesis of the 
other. Switching from one state to the other could be 
accomplished by eliminating temporarily the substrate 
of the live system. In  the second case, which may be 
represented as shown in Fig. 4, the two enzymes would 
be mutually dependent; one could not be synthesized 
in the absence of the other, although of course they 
might function in apparently unrelated pathways. 
Temporary inhibition of one of the enzymes, or elimi- 
nation of its substrate, would eventually result in the 
permanent suppression of both. 

In the preceding models, the systems were intercon- 
nected by assuming that the metabolic product of one 
is an inducer or a repressor of the other. Another type 
of interconnection, independent of metabolic activity, 
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FIGURE 3. Model III.  Synthesis of enzyme Ez, genetically 
determined by the structural gene SG1, is regulated by 
the regulator gene RG1. Synthesis of enzyme E=, geneti- 
cally determined by the structural gene SG= is regulated 
by the regulator gene RG=. The product P~ of the reac- 
tion catalyzed by enzyme E~ acts as corepressor in the 
regulation system of enzyme E2. The product P2 of the 
reaction catalyzed by enzyme E2 acts as corepressor in 
the regulation system of enzyme El.  
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would be obtained by assuming a regulator gene con- 
trolled by an operator, sensitive to another regulator. 
For instance, in the system shown below (Fig. 5) a 
regulator gene controls the synthesis of enzymes within 
an operon which includes another regulator gene act- 
ing upon the operator to which the first one is at- 
tached. Such a system would be completely independ- 
ent of the actual metabolic activity of the enzymes, 
and could be switched from the inactive to the active 
state by transient contact with a specific inducer, pro- 
duced for instance only by another tissue. Once acti- 
vated, the system could not be switched back except 
by addition of the aporepressor made by the first regu- 
lator gene. The change of state would therefore be 
virtually irreversible. I t  is easy to see that, conversely, 
starting from the active state, transient contact with 
an inducer acting on the product of RG~ would switch 
the system, permanently, to the inactive state. 

Finally the following type of circuit might be in- 
teresting to consider in relation to cyclic phenomena. 
In this circuit, the product of one enzyme is an inducer 
of the other system while the product of the second 
enzyme is a corepressor (Fig. 6). A study of the prop- 
erties of this circuit will show that, provided ade- 
quate time constants are chosen for the decay of each 
enzyme and of its product, the system will oscillate 
from one state to the other. 

These examples should suffice to show that, by the 
use of the principles which they illustrate, any num- 
ber of systems may be interconnected into regulatory 
circuits endowed with virtually any desired property. 
The essential point about the imaginary circuits which 
we examined, is that their elements are not imaginary. 
The particular properties of each circuit are obtained 
only by assuming the proper type of specific inter- 
connection. Such assumptions are freely permitted 
since, as we have already seen, the specificity of induc- 
tion-repression and of allosteric inhibition is not re- 
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FIGURE 4. Model IV. Synthesis of enzyme E~, genetically 
determined by the structural gene SG~ is blocked by the 
repressor synthesized by the regulator gene RG~. Synthe- 
sis of another enzyme E2, controlled by structural gene 
SG2 is blocked by another repressor synthesized by regu- 
lator gene RG2. The product P1 of the reaction catalyzed 
by enzyme E~ acts as an inducer for the synthesis of 
enzyme E~ and the product P2 of the reactions catalyzed 
by enzyme E2 acts as an inducer for the synthesis of en- 
zyme E~. 
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FIGURE 5. Model V. The regulator gene RG1 controls the 
activity of an operon containing three structural genes 
(SG~, SG~, SG3) and another regulator gene RG~. The 
regulator gene RG1 itself belongs to another operon sensi- 
tive to the repressor synthesized by RG2. The action of 
RG~ can be antagonized by an inducer I~, which ac- 
tivates SG~, SG~, SG8 and RG2 (and therefore inactivates 
RG~). The action of RG~ can be antagonized by  an in- 
ducer L which activates RG~ (and therefore inactivates 
the systems SG1, SG~, SG, and RG~). 

stricted by any chemical principle of analogy, and ap- 
parently is exclusively the result of selection for the 
most efficient regulation. 

The models involving only metabolic steady-states 
maintained by allosteric effects are insufficient to ac- 
count for differentiation, which must involve directed 
alterations in the capacity of individual cells to syn- 
thesize specific proteins. Such models would seem to 
be most adequate to account for the almost instantane- 
ous, and thereafter more or less permanent, "memori- 
zation" by cells of a chemical event. The problem of 
memory itself might usefully be considered from this 
point of view. 

I t  has long been recognized, by embryologists and 
biochemists alike, that "enzymatic adaptation" might 
offer an experimental approach toward the interpreta- 
tion of differentiation. The realization that induction 
and repression are governed by specialized regulatory 
genes, that both eventually operate by controlling 
negatively the activity of structural genes, and that 
the specificity of inducers or repressors is entirely 
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FIGtTRE 6. Model VI. Synthesis of enzyme El, genetically 
determined by the structural gene SG1, is blocked by the 
repressor synthesized by the regulator gene RG1. Synthe- 
sis of another enzyme E~, controlled by structural gene 
SG2, is blocked by another repressor synthesized by 
regulator gene RG~. The product P1 of the reaction cata- 
lyzed by enzyme E1 acts as an inducer for the synthesis 
of enzyme E~ while the product P2 of the reaction cata- 
lyzed by enzyme E2 acts as a corepressor for the synthe- 
sis of enzyme El. 
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ducer L which activates RG~ (and therefore inactivates 
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parently is exclusively the result of selection for the 
most efficient regulation. 
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maintained by allosteric effects are insufficient to ac- 
count for differentiation, which must involve directed 
alterations in the capacity of individual cells to syn- 
thesize specific proteins. Such models would seem to 
be most adequate to account for the almost instantane- 
ous, and thereafter more or less permanent, "memori- 
zation" by cells of a chemical event. The problem of 
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point of view. 
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FIGURE 1. Model I. The reactions along the two pathways 
a -> b --> c -> d, and = --> fl --> "y --> 8, are catalyzed by 
enzymes E~, E2, E3 and El', E2', E3'. Enzyme E1 is in- 
hibited by 8, the product of the other pathway. Con- 
versely, enzyme E~' is inhibited by metabolite d, pro- 
duced by the first pathway. 

that since the microbial systems are completely re- 
versible, similar mechanisms could not account for 
stable differentiation. But it should be clear that the 
microbial systems must have been geared precisely for 
reversibility, since selection, in microorganisms, will 
necessarily favor the most rapid response to any 
change of environment. Moreover, it is obvious from 
the analysis of these mechanisms that their known ele- 
ments could be connected into a wide variety of "cir- 
cuits", endowed with any desired degree of stability. 
In order to illustrate some of these possibilities, let us 
study a certain number of theoretical model systems 
in which we shall use only the controlling elements 
known to exist in bacteria, interconnected however in 
an arbitrary manner. 

Consider for instance the following model, which 
uses the properties of the allosteric inhibition effect, 
assuming two independent metabolic pathways, giv- 
ing rise to metabolites a, b, c, d, and a, fl, 7, 8 (Fig. 1). 
Assume that the enzymes catalyzing the first reaction 
in each pathway are inhibited by the final product of 
the other pathway. By such "crossfeedback" a system 
of alternative stable states is created where one of the 
two pathways, provided it once had a head-start or a 
temporary metabolic advantage, will permanently in- 
hibit the other. Switching of one pathway to the other 
could be accomplished by a variety of methods, for 
instance by inhibiting temporarily any one of the en- 
zymes of the active pathway. I t  should be noted that 
a model formally identical with this one was proposed 
by Delbriick (1949) (long before feedback inhibition 
was discovered) to account for certain alternative 
steady-states found in ciliates. 
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FIGURE 2. Model II. Synthesis of enzyme E, genetically 
determined by the structural gene SG is blocked by the 
repressor synthesized by the regulator gene RG. The 
product P of the reaction catalyzed by enzyme E acts as 
an inducer of the system by inactivating the repressor. 

The following model corresponds to a classical in- 
duction system, with the only specific assumption that 
the active inducer is not the substrate, but the product 
of the controlled enzyme. (Fig. 2). Such a system is 
autocatalytic and self-sustaining. Although it is not 
self-reproducing in the genetic sense, it should mimic 
certain properties of genetic elements. In the absence 
of any exogenous inducing agent, the enzyme will not 
be synthesized unless already present, when it will 
maintain itself indefinitely. When the system is locked, 
temporary contact with an inducer will unlock it per- 
manently. Actually, certain inducible permease systems 
in E. coli may be described in this way, and behave 
accordingly, as shown by Novick and Weiner (1959), 
and by Cohn and Horibata (1959). A similar mecha- 
nism appears to account for the so-called "slow adapta- 
tion" of yeast to galactose, without having recourse to 
some kind of "plasmagene" as previously believed by 
Spiegelman (1951). 

Two different inducible or repressible systems may 
be interconnected by assuming that each one produces 
the metabolic repressor or the inducer of the other. 
In the first case, as illustrated below (Fig. 3) the en- 
zymes would be mutually exclusive. The presence of 
one would permanently block the synthesis of the 
other. Switching from one state to the other could be 
accomplished by eliminating temporarily the substrate 
of the live system. In  the second case, which may be 
represented as shown in Fig. 4, the two enzymes would 
be mutually dependent; one could not be synthesized 
in the absence of the other, although of course they 
might function in apparently unrelated pathways. 
Temporary inhibition of one of the enzymes, or elimi- 
nation of its substrate, would eventually result in the 
permanent suppression of both. 

In the preceding models, the systems were intercon- 
nected by assuming that the metabolic product of one 
is an inducer or a repressor of the other. Another type 
of interconnection, independent of metabolic activity, 
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FIGURE 3. Model III.  Synthesis of enzyme Ez, genetically 
determined by the structural gene SG1, is regulated by 
the regulator gene RG1. Synthesis of enzyme E=, geneti- 
cally determined by the structural gene SG= is regulated 
by the regulator gene RG=. The product P~ of the reac- 
tion catalyzed by enzyme E~ acts as corepressor in the 
regulation system of enzyme E2. The product P2 of the 
reaction catalyzed by enzyme E2 acts as corepressor in 
the regulation system of enzyme El.  
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theoretical model systems in which we 
shall use only the controlling elements 
known to exist in bacteria, interconnected 
however in an arbitrary manner. »
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ABSTRACT A mechanism is proposed for a molecular
switch that can store information indefinitely, despite the com-
plete turnover of the molecules that make up the switch. The
design of the switch is based on known types of biochemical
reactions. Central to the mechanism is a kinase that is activat-
ed by phosphorylation and capable of intermolecular auto-
phosphorylation. It is shown that such a kinase and an associ-
ated phosphatase form a bistable chemical switch that can be
turned on by an external stimulus and that is not reset by pro-
tein turnover.
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K _ Phosphatase pp Function

P04

This paper addresses the question of how information can be
stably stored by unstable molecules. This problem is dis-
cussed with respect to memory storage in the nervous sys-
tem, but the arguments apply equally to any type of long-
term cellular alteration. The difficulty posed by the instabil-
ity of molecules can be illustrated by considering protein
phosphorylation as a mechanism of information storage.
Phosphorylation is a common mechanism for switching en-
zymes on or off (1, 2). Suppose that an elementary bit of
information was stored in a neuron by phosphorylating a key
enzyme and thereby turning it on. In the absence of a phos-
phatase capable of dephosphorylating the enzyme, the "on"
state could be long-lasting. Nevertheless, since the phos-
phorylated protein would be gradually destroyed and re-
placed by newly synthesized unphosphorylated protein, the
lifetime of the "on" state would be limited to the lifetime of
the protein. The fact that memories can last for human life-
times poses the question of how more stable molecular
switches might be constructed. The conclusion of this paper
is that switches capable of storing information indefinitely
can be constructed by using known types of enzymatic reac-
tions and that such switches are surprisingly simple.

Fig. 1 illustrates how a switch capable of long-term infor-
mation storage might be constructed. This model assumes
that the switch is composed of two enzymes, a kinase
(termed kinase-1) and a phosphatase, with the following
properties: Kinase-1 molecules are turned on by phosphoryl-
ation and can then act autocatalytically to phosphorylate
other kinase-1 molecules, a process termed intermolecular
autophosphorylation. Kinase-1 molecules are turned off by
dephosphorylation mediated by the phosphatase. It is as-
sumed that the phosphatase reaction becomes saturated
when the level of phosphorylated kinase-1 is high. As will be
shown below, these reactions constitute a chemical switch
with two stable states, one in which the kinase-1 molecules
are unphosphorylated and one in which they are almost com-
pletely phosphorylated. An elementary bit of memory could
be stored in this switch as follows: Initially, kinase-1 would
be unphosphorylated and considered "off." Some set of in-
puts into the cell would activate a second kinase (kinase-2) to

FIG. 1. Reactions in a bistable switch. The switch itself is con-
structed from two proteins: kinase-1, which can exist in either an
inactive state (K1) or an active state (Kfp), and a phosphatase. The
transition between inactive and active states is due to a phosphoryl-
ation reaction that can be catalyzed by active kinase-1 or by the
kinase-2 activated during neuronal stimulation.

an extent that depended on the strength or coincidence of the
inputs. Kinase-2 affects the switch by phosphorylating ki-
nase-1. When kinase-2 activation reaches a critical level (to
be described below), kinase-1 activity increases regenera-
tively to a high level. Kinase-1 activity then remains high
indefinitely despite the removal of the stimulus and despite
the action of the phosphatase. Kinase-1, by its action on oth-
er substrates, modifies the morphological, biochemical,
and/or electrical properties of the cell in such a way as to
alter the behavior of the cell in its neuronal network.
The formal demonstration that the switch shown in Fig. 1

is bistable is given in Fig. 2. The graphs shown in Fig. 2 B
and C are derived from the set of equations in Fig. 2A, which
are described in the legend. Fig. 2B shows how the velocity
of the kinase-1 reaction and that of the phosphatase reaction
depend on the fraction of the kinase that is active. This frac-
tion is designated K* /T, where Kj* is the concentration of
active (i.e., phosphorylated) kinase-1 and T is the total con-
centration of this protein. The first derivative with respect to
time of the active kinase-1 concentration (dKpl/dt) is the dif-
ference between the velocities of the kinase and phosphatase
reactions and is plotted in Fig. 2C. For a state to be stable,
dK!p/dt must be zero and d2K'ip/dt2 must be negative. This
second condition is required so that a small deviation from a
stable state is followed by a spontaneous return to that state.
In the example illustrated in Fig. 2, the stability criteria are
met by two points: K'p/T = 0 and Ktp/T = 0.74.

Fig. 3 shows the results of calculations that show how the
switch could be turned on permanently by an external stimu-
lus. The ability of kinase-2 to activate kinase-1 is assumed to
closely follow the strength and kinetics of stimulation. If one
starts with kinase-1 "off" and gradually increases the
strength of stimulatory pulses, the kinase-1 activity also will
increase gradually (Fig. 3). After each pulse of weak stimula-
tion, kinase-1 activity returns to zero because of the phos-
phatase activity. However, when the kinase-2 stimulation is
increased to a critical level, the graded nature of the re-
sponse disappears; kinase-1 is activated by phosphorylation
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enzyme and thereby turning it on. In the absence of a phos-
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can be constructed by using known types of enzymatic reac-
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increase gradually (Fig. 3). After each pulse of weak stimula-
tion, kinase-1 activity returns to zero because of the phos-
phatase activity. However, when the kinase-2 stimulation is
increased to a critical level, the graded nature of the re-
sponse disappears; kinase-1 is activated by phosphorylation
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FIG. 2. Bistability of the switch shown in Fig. 1. (A) In the ab-
sence of kinase-2 activity, the switch is described by four equations.
Eq. 1 states that the first derivative of the active kinase-1 concentra-
tion, dK~jp/dt, is the difference between the kinase and phosphatase
reaction velocities. Eq. 2 is the conservation condition for kinase-1,
where T is the sum of inactive and active kinase-1. Eq. 3 describes
the reactions of Eq. 1 in terms of Michaelis-Menten kinetics, where
Km1 and Km2 are Michaelis constants for the kinase-1 and phospha-
tase reactions, respectively; C1 and C2 are the turnover numbers of
the kinase-1 and phosphatase, respectively; and P is the phospha-
tase concentration. Eq. 4 is derived by substituting Eq. 2 into Eq. 3.
(B) Velocity (moles per second) of the kinase-1 reaction (left term in
Eq. 4) and phosphatase reaction (right term in Eq. 4) as a function of
the fraction of kinase-1 that is active (K'lp/T). When there is no
phosphorylated kinase-1 present, the velocity of the phosphatase re-
action is zero. As K*x, increases, the velocity of the phosphatase
reaction increases until saturation occurs. The velocity of the ki-
nase-1 reaction increases as K* is increased, but the velocity falls
again at high K* because there is little unphosphorylated protein
present to phosphorylate. (C) The derivative of Ktp (Eq. 4) as a
function of Ktp/T. The points at Ktp/T = 0 and Klp/T = 0.74 repre-
sent the stable states. For instance, if K* /T rises slightly above
zero, dK*p/dt is negative and Klp will return toward zero; if K*P/T
falls slightly below 0.74, dK* /dt is positive and K1./T will become
larger, whereas if K* /T rises above 0.74, dK* /dt is negative and
K* /T will return toward 0.74. C1 = 30; C2 = 3; Km = 106 K =2.5Yx 10o9; P = 5 x 10i9; T = 5 x 10 8.
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FIG. 3. Effect of stimulation on the switch. Stimulus pulses of
different strengths activate kinase-2 in a graded manner. The result-
ing activation of kinase-1 is also graded until its activation becomes
regenerative. Subsequently, kinase-1 activity stays high even after
removal of the stimulus. The values of Krp shown are the steady-
state solutions of Eq. 4 (Fig. 2A) with a term added to account for
kinase-2 activity. Kinase-1 properties are as in the legend to Fig. 2.
Kinase-2 properties: Km = 10-6; turnover number = 30.

faster than the phosphatase can inactivate it. The increasing
amount of kinase-1 activity leads to further activation of ki-
nase-1 by autophosphorylation, which in turn increases the
rate of kinase-1 activation still further. Thus, a regenerative
event occurs that leads to nearly complete activation of ki-
nase-1. Once this event has occurred, removal of the stimu-
lus and the resulting elimination of kinase-2 activity, does
not result in a large reduction of kinase-1 activity. Hence,
the switch stays on indefinitely.
A switch of this kind is a dynamic switch and will there-

fore not be reset by reasonable levels of protein turnover. If
the switch is on and kinase-1 is active, newly synthesized
kinase-1 molecules will become activated, thus replacing ac-
tive kinase-1 molecules destroyed by protein turnover. Cal-
culations show that for the switch described in Fig. 2, there
is only a small reduction in kinase-1 activity, even if a time-
constant of only a few seconds is assumed for protein turn-
over. Thus long-term information can be stored by this
switch even though the molecules that make up the switch
turn over rapidly and completely. The switch can be reset
only by interfering with kinase-1 activity or by increasing
phosphatase activity.
Although the system of reactions described above has not

yet been observed, the individual reactions themselves are
well known. The process of autophosphorylation is wide-
spread (3-5), although it usually occurs by an intramolecular
process in contrast to the intermolecular process required
here. Similarly, the process by which a kinase is itself acti-
vated by phosphorylation is well established (6).

Proper functioning of the switch described in Figs. 1 and 2
has two important requirements. First, the relative concen-
trations of phosphatase and kinase-1 need to be regulated.
For example, when the phosphatase concentration in the
model of Fig. 2 is raised by 30%, the switch still works prop-
erly, but when the concentration is raised by 50%, the switch
fails: it turns on properly when a critical stimulus intensity is
reached, but it turns off when the stimulus is removed. In
this mode the switch cannot store information [but might
serve as a useful detector in a biochemical regulatory system
where a high sensitivity to effectors is needed (7)]. Thus, for
the switch to operate as a memory-storage device, the con-
centrations of phosphatase and kinase must be kept within a
fairly narrow range. A second requirement is that sufficient
energy must be available to maintain the "on" state of the
switch. Energy, in the form of ATP, is constantly needed to
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cell signaling. In part, this may represent a natural next
step from the pre-genomic era’s focus on individual gene
products towards the post-genomic era’s desire to under-
stand the incredibly complex networks present in the
whole cell. There is the hope that small modular circuits,
including those envisioned by Monod and Jacob, may be
sophisticated enough to yield interesting behavior, yet still
simple enough to understand at an intuitive level [2].
Perhaps by studying the properties of individual signaling
elements, then elementary circuits, then more complex
networks, biologists can work their way up to an under-
standing of cellular behavior in the same way that electrical
engineers work their way up from the properties of resistors,

capacitors and diodes, to those of simple circuits and,
finally, complex devices.

Here we will briefly review what is required to produce a
bistable system, which is defined as a system that can toggle
between two alternative stable steady-states but cannot
rest in intermediate states, and under what circumstances
a bistable system will convert a transient trigger stimulus
into an irreversible response. We will then review recent
experimental work on bistable biological systems. These
include the engineering of simple bistable circuits in
E. coli and S. cerevisiae, as well as the identification and
analysis of natural bistable signaling circuits. Both types of

Figure 1

B istable signal transduction circuits. 
(a) A double-negative feedback loop. In this
circuit, protein A (blue) inhibits or represses B
(red), and protein B inhibits or represses A .
Thus there could be a stable steady state with
A on and B off, or one with B on and A off,
but there cannot be a stable steady with both
A and B on or both A and B off. Such a circuit
could toggle between an A-on state and a
B-on state in response to trigger stimuli that
impinge upon the feedback circuit. (b) A
positive feedback loop. In this circuit, A
activates B and B activates A . As a result,
there could be a stable steady state with both
A and B off, or one with both A and B on, but
not one with A on and B off or vice versa.
Both types of circuits could exhibit persistent,
self-perpetuating responses long after the
triggering stimulus is removed.
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Figure 2

Hysteresis and irreversibility in bistable
signaling circuits. (a) Hysteresis. Any bistable
circuit should exhibit some degree of
hysteresis, meaning that different
stimulus/response curves are obtained
depending upon whether the system began in
its off or its on state. (b) Irreversibility. If the
feedback in a bistable circuit is sufficiently
strong, the circuit may exhibit true
irreversibility, so that the system stays in its 
on state indefinitely after the triggering
stimulus is removed.
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• Two general classes of bistable networks: 
Mutual cross-inhibition 
Positive Feedback

• A genetic or biochemical network is bistable 
when two states are possible at the same 
concentration of a stimulus. 

• Bistability requires minimally: 
a non linear step (eg. ultrasensitivity). 
A relative symmetry in the 2 arms of the network.

• Bistability requires hysteresis, namely path-dependent 
behaviour, such that the trajectory forms a loop. 

• Hysteresis locks the system in a given state, and 
imparts memory to a transient stimulus

J.E. Ferrell. Current Opinion in Chemical Biology, 6:140–148 (2002)
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and none of the oocytes lost its white dot (Fig. 2a). The progester-
one-binding data argued against the trivial explanation that the
irreversibility in the p42MAPK and Cdc2 responses was simply due
to a failure to wash the progesterone away adequately (Fig. 2d).
Thus, once oocytes are mature, the continued presence of pro-
gesterone seems to be unnecessary. Some ‘memory’ of the pro-
gesterone must be maintained either by the p42 MAPK/Cdc2
system or by signal transducers upstream of this system.
To test whether the p42MAPK/Cdc2 system itself can generate an

irreversible response from a transient stimulus, we used a chimaeric
protein of Raf and the oestrogen receptor (DRaf:ER), in which an
activated Raf1 protein is rendered conditional by fusion to an ER
hormone-binding domain24. In oocytes expressing DRaf:ER, the
steroid hormone oestradiol (which by itself has no effect on
maturation, p42 MAPK activation or Cdc2 activation in oocytes)
can be used to introduce a stimulus directly into theMAPK cascade,
bypassing the progesterone receptor and other upstream signalling
proteins.
Oocytes expressingDRaf:ER possessed low but detectableDRaf:ER

activity in the absence of oestradiol (Fig. 3a, middle, lane 3). In
response to oestradiol, there was a prompt 3–5-fold increase in
DRaf:ER activity (Fig. 3a, middle, lanes 3–5), followed by a slower,
additional 3–5-fold increase in DRaf:ER protein and activity
(Fig. 3a, top and middle, lanes 6–10). The MEK inhibitor
PD98059 and the protein synthesis inhibitor cycloheximide blocked
the slow increase in DRaf:ER protein (data not shown) and activity
(Fig. 4a, c), indicating that this component of the DRaf:ER acti-
vation depends on positive feedback between p42 MAPK and
DRaf:ER. Within several hours, the oestradiol-induced activation
of DRaf:ER resulted in complete activation of endogenous p42
MAPK (Fig. 3a, bottom, lanes 9–10).

We used the DRaf:ER-expressing oocytes to look for hysteresis or
irreversibility in the response to oestradiol, by using the induction
versus maintenance strategy described above. When immature
oocytes expressing DRaf:ER were treated with increasing concen-
trations of oestradiol, there was a graded, dose-dependent increase
in %GVBD and in steady-state DRaf:ER activity, p42 MAPK
phosphorylation and Cdc2 activity (Fig. 3b–e, ‘induction’). The

Box 1
Behaviour of a simple positive feedback loop: sensitivity amplification, bistability, hysteresis and irreversibility

Positive feedback loops have the potential to convert a transient stimulus
into a self-sustaining, irreversible response. But irreversibility is not an
inevitable consequence of positive feedback, nor is irreversibility the only
useful systems-level property that can emerge from systems with
positive feedback loops. This is true in the case of complicated positive
feedback systems, such as the p42MAPK/Cdc2 system in oocytes, and
is also true (and can be more easily seen and understood) in simpler
systems, such as the one shown here (a).

This system consists of a signalling protein that can be reversibly
converted between an inactive form (A) and an active one (A*). The

activation reaction is assumed to be regulated in two ways: by an
external stimulus (equation (1), first term); and by positive feedback, with
a nonlinear Hill equation relationship between the amount of A*
produced and the rate of production of more A* (equation (1), second
term). The inactivation reaction is assumed to be unregulated; its rate
is proportional to the concentration of A* (equation (1), third term).
Thus,

d½A*"
dt

¼ {stimulus£ ð½Atot"2 ½A*"Þ}þ f
½A*"n

Kn þ½A*"n 2 kinact½A*" ð1Þ

where n denotes the Hill coefficient, K is the effector concentration
for half-maximum response (EC50) for the feedback as a function of
[A*], and f represents the strength of the feedback.

This differential equation was solved numerically (by using
Mathematica 2.2.2) to determine the relationship between stimulus
and steady-state response ([A*]), assuming that n ¼ 5, K ¼ 1,
k inact ¼ 0.01 and stimulus ¼ 0–1, and assuming a range of values
of f. The results are shown in b–o, with the calculated steady-state
responses shown as unbroken lines and the discontinuities shown
as dotted lines; the no-feedback response (dashed lines) is
included for comparison.

When f ¼ 0, the response ismonostable and the stimulus–response
curve is a smooth michaelian hyperbola (b). As the strength of the
feedback increases, the stimulus–response curve acquires a
sigmoidal shape (c–h). This occurs because the feedback has been
assumed to be cooperative or ultrasensitive. The sigmoidicity makes
the response of A* more switch-like (but still monostable).

At f ¼ 0.07 (i), the stimulus–response curve splits into two curves:
one representing the amount of stimulus needed to induce the system
to turn on, the other representing the amount of stimulus needed to
maintain the system in its on state. At this point, the system becomes
bistable for some values of stimulus (that is, there are two discrete,
stable steady states for a single value of stimulus) and the system
shows hysteresis, meaning that the dose–response relationship is a
loop rather than a curve. The range of stimulus over which the system
is bistable and the extent of the hysteresis both increase as f increases
(i–k).

Eventually, the feedback becomes strong enough to maintain the
system in the on state even when the stimulus is decreased to zero (l–o).
At this point, the system may be able to convert a transient stimulus
into an essentially irreversible response. But even in a system such as
this, stochastic effects still have the potential to make the response
reversible29,30.
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K is the effector concentration for half-maximum 
response (EC50) for the feedback as a function of [A*]  

f represents the strength of the feedback 

kinact = 0.01 

stimulus = 0–1 
n=5, K=1

• Bistability in a simple Positive Feedback Network in silico

Xiong, W., and Ferrell, J.E., Jr. (2003). Nature 426, 460–465

As the strength of the feedback increases, the response 
evolves. 
• First, Michaelis-Menten kinetics at f=0 

• As f increases, non-linear feedback increases which induces 
sigmoid kinetics in the response as a function of stimulus. But still 
monostable 

• Beyond a threshold, f=0.07, the system is bistable and hysteresis 
keeps increasing (the range of [stimulus] with bistability)

Memory of cellular state - Bistability
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• Bistability in a complex Feedback Network in vivo

• Oocyte maturation is induced irreversibly by a 
short exposure to Progesterone 

• This entails two coupled positive feedback 
networks
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triggering stimulus is removed.
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Figure 2

Hysteresis and irreversibility in bistable
signaling circuits. (a) Hysteresis. Any bistable
circuit should exhibit some degree of
hysteresis, meaning that different
stimulus/response curves are obtained
depending upon whether the system began in
its off or its on state. (b) Irreversibility. If the
feedback in a bistable circuit is sufficiently
strong, the circuit may exhibit true
irreversibility, so that the system stays in its 
on state indefinitely after the triggering
stimulus is removed.
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Maintenance

Induction

kinases remained maximally active after the oestradiol was washed
away (Fig. 3c–e, ‘maintenance’), and every oocyte maintained its
white spot after washing (Fig. 3b). The trivial explanation of
incomplete removal of oestradiol did not seem to account for the
observed irreversibility (Fig. 3f). Thus, the p42MAPK/Cdc2 system
itself can convert a transient stimulus into an irreversible activation
response; that is, the system can generate a long-term ‘memory’ of a
transient differentiation stimulus.

To determine whether positive feedback is essential for main-
taining this memory, we made use of three ways of blocking
feedback from p42 MAPK to Mos. The first feedback inhibitor
was cycloheximide. If oocytes are provided with a sufficiently strong
maturation stimulus, such asmicroinjectedMos or cyclin A, protein
synthesis is not essential for maturation25,26; however, protein
synthesis is essential for the feedback from p42 MAPK to Mos11–13,
and possibly for other interconnected positive feedback loops27.
Thus, we examined whether cycloheximide would convert the
observed irreversible oestradiol response into a reversible one. In
the absence of cycloheximide, oestradiol again caused marked
increases in the steady-state activities of DRaf:ER, p42 MAPK and
Cdc2, and these responses were undiminished after washing
(Fig. 4a). In the presence of cycloheximide, the responses of
DRaf:ER and p42 MAPK to oestradiol were blunted, and the
response of Cdc2 was markedly diminished (Fig. 4a). In addition,
the responses were no longer irreversible: after the oestradiol was
washed away, the activity of DRaf:ER, the phosphorylation of p42
MAPK, and the low activation of Cdc2 all decreased to near-basal
levels (Fig. 4a). Thus, protein synthesis, which is essential for
feedback from p42 MAPK to Mos, is also required for the irrever-
sibility of the oestradiol responses.

The second feedback inhibitor was a morpholino Mos antisense
oligonucleotide (Mos-AS), which blocks progesterone-induced
Mos synthesis without globally abolishing protein synthesis28.
Mos-AS blocked oestradiol-induced Mos synthesis and also abol-
ished the irreversibility of DRaf:ER activation and p42 MAPK
phosphorylation (Fig. 4b). The low Cdc2 activation induced by
oestradiol also became reversible (Fig. 4b). Thus, Mos synthesis is
required for the observed irreversibility. Finally, we examined the
effects of the MEK inhibitor PD98059, which blocks both down-
stream effects and feedback effects that depend on MEK activation.
PD98059 rendered oestradiol-induced DRaf:ER activation revers-

ible and also blocked oestradiol-induced p42 MAPK and Cdc2
activation (Fig. 4c).
Taken together, these findings rule out the possibility that an

inability to wash away DRaf:ER-bound oestradiol, or an intrinsic
defect in the capacity of DRaf:ER to be inactivated, can account for
the irreversible p42 MAPK and Cdc2 responses seen in Figs 3 and 4.
Instead, the irreversibility seems to be actively generated by a
bistable, positive feedback system, and compromising the feedback
abolishes the irreversibility.
The idea that the irreversibility of the differentiated statemight be

maintained by feedback loops that generate self-sustaining patterns
of gene expression dates back more than 40 years (ref. 4), and
the recognition that feedback-enforced patterns of protein activity
might also produce a systems-level ‘memory’ of transient stimuli
dates back almost 20 years (ref. 5). Studies of artificial bistable
gene expression systems in Escherichia coli and Saccharomyces
cerevisiae have shown that bistable systems can in fact function as
memory modules, but have also shown that stochastic effects
sometimes cause two bistable steady states to equilibrate with
each other, undermining any memory29,30. Our work provides
experimental evidence that in a physiological process of cell fate
induction, Xenopus oocyte maturation, a bistable signalling system

Figure 2 Irreversibility in the biochemical responses of oocytes to progesterone. GVBD (a),
p42 MAPK phosphorylation (b), Cdc2 H1 kinase activity (c) and progesterone binding (d)
were assessed at the end of the induction period and the end of the maintenance period.

GVBD, MAPK phosphorylation and Cdc2 activity data are from one of three similar

experiments. Progesterone binding data (shown as means ^ s.d.) are from a separate

experiment.

Figure 3 Irreversibility in the biochemical responses of oocytes expressing DRaf:ER to

oestradiol. a, Time course of oestradiol-induced DRaf:ER and p42 MAPK activation,

assessed by ER immunoblot analysis, DRaf:ER immune complex kinase assay, and p42

MAPK immunoblot analysis. b–f, Steady-state responses. GVBD (b), DRaf:ER activity (c),
p42 MAPK phosphorylation (d), Cdc2 H1 kinase activity (e) and oestradiol binding (f) were
assessed at the end of the induction period and the end of the maintenance period. GVBD,

DRaf:ER activity, p42 MAPK phosphorylation and Cdc2 activity data are from one of three

similar experiments. Oestradiol binding data (shown as means ^ s.d.) are from a

separate experiment.
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kinases remained maximally active after the oestradiol was washed
away (Fig. 3c–e, ‘maintenance’), and every oocyte maintained its
white spot after washing (Fig. 3b). The trivial explanation of
incomplete removal of oestradiol did not seem to account for the
observed irreversibility (Fig. 3f). Thus, the p42MAPK/Cdc2 system
itself can convert a transient stimulus into an irreversible activation
response; that is, the system can generate a long-term ‘memory’ of a
transient differentiation stimulus.

To determine whether positive feedback is essential for main-
taining this memory, we made use of three ways of blocking
feedback from p42 MAPK to Mos. The first feedback inhibitor
was cycloheximide. If oocytes are provided with a sufficiently strong
maturation stimulus, such asmicroinjectedMos or cyclin A, protein
synthesis is not essential for maturation25,26; however, protein
synthesis is essential for the feedback from p42 MAPK to Mos11–13,
and possibly for other interconnected positive feedback loops27.
Thus, we examined whether cycloheximide would convert the
observed irreversible oestradiol response into a reversible one. In
the absence of cycloheximide, oestradiol again caused marked
increases in the steady-state activities of DRaf:ER, p42 MAPK and
Cdc2, and these responses were undiminished after washing
(Fig. 4a). In the presence of cycloheximide, the responses of
DRaf:ER and p42 MAPK to oestradiol were blunted, and the
response of Cdc2 was markedly diminished (Fig. 4a). In addition,
the responses were no longer irreversible: after the oestradiol was
washed away, the activity of DRaf:ER, the phosphorylation of p42
MAPK, and the low activation of Cdc2 all decreased to near-basal
levels (Fig. 4a). Thus, protein synthesis, which is essential for
feedback from p42 MAPK to Mos, is also required for the irrever-
sibility of the oestradiol responses.

The second feedback inhibitor was a morpholino Mos antisense
oligonucleotide (Mos-AS), which blocks progesterone-induced
Mos synthesis without globally abolishing protein synthesis28.
Mos-AS blocked oestradiol-induced Mos synthesis and also abol-
ished the irreversibility of DRaf:ER activation and p42 MAPK
phosphorylation (Fig. 4b). The low Cdc2 activation induced by
oestradiol also became reversible (Fig. 4b). Thus, Mos synthesis is
required for the observed irreversibility. Finally, we examined the
effects of the MEK inhibitor PD98059, which blocks both down-
stream effects and feedback effects that depend on MEK activation.
PD98059 rendered oestradiol-induced DRaf:ER activation revers-

ible and also blocked oestradiol-induced p42 MAPK and Cdc2
activation (Fig. 4c).
Taken together, these findings rule out the possibility that an

inability to wash away DRaf:ER-bound oestradiol, or an intrinsic
defect in the capacity of DRaf:ER to be inactivated, can account for
the irreversible p42 MAPK and Cdc2 responses seen in Figs 3 and 4.
Instead, the irreversibility seems to be actively generated by a
bistable, positive feedback system, and compromising the feedback
abolishes the irreversibility.
The idea that the irreversibility of the differentiated statemight be

maintained by feedback loops that generate self-sustaining patterns
of gene expression dates back more than 40 years (ref. 4), and
the recognition that feedback-enforced patterns of protein activity
might also produce a systems-level ‘memory’ of transient stimuli
dates back almost 20 years (ref. 5). Studies of artificial bistable
gene expression systems in Escherichia coli and Saccharomyces
cerevisiae have shown that bistable systems can in fact function as
memory modules, but have also shown that stochastic effects
sometimes cause two bistable steady states to equilibrate with
each other, undermining any memory29,30. Our work provides
experimental evidence that in a physiological process of cell fate
induction, Xenopus oocyte maturation, a bistable signalling system

Figure 2 Irreversibility in the biochemical responses of oocytes to progesterone. GVBD (a),
p42 MAPK phosphorylation (b), Cdc2 H1 kinase activity (c) and progesterone binding (d)
were assessed at the end of the induction period and the end of the maintenance period.

GVBD, MAPK phosphorylation and Cdc2 activity data are from one of three similar

experiments. Progesterone binding data (shown as means ^ s.d.) are from a separate

experiment.

Figure 3 Irreversibility in the biochemical responses of oocytes expressing DRaf:ER to

oestradiol. a, Time course of oestradiol-induced DRaf:ER and p42 MAPK activation,

assessed by ER immunoblot analysis, DRaf:ER immune complex kinase assay, and p42

MAPK immunoblot analysis. b–f, Steady-state responses. GVBD (b), DRaf:ER activity (c),
p42 MAPK phosphorylation (d), Cdc2 H1 kinase activity (e) and oestradiol binding (f) were
assessed at the end of the induction period and the end of the maintenance period. GVBD,

DRaf:ER activity, p42 MAPK phosphorylation and Cdc2 activity data are from one of three

similar experiments. Oestradiol binding data (shown as means ^ s.d.) are from a

separate experiment.
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• Testing hysteresis: Induction by increasing 
[Stimulus] and maintenance by decreasing 
[Stimulus]. 

Progesterone Oestradiol RafER

from its G2 arrest, undergoes germinal vesicle breakdown (GVBD),
completes meiosis I, proceeds directly into meiosis II, and then
arrests again in the metaphase of meiosis II. Early work indicated
that at some point in this process, the oocyte irrevocably commits to
maturation7–9. We corroborated these observations by using low
concentrations of the steroid hormone progesterone and thorough
washing procedures to minimize the possibility that commitment
was an artefact of inadequate washing. We found that oocytes
generally committed to maturation after 2–4 h of progesterone
treatment and before (and in one experiment just before) GVBD
(Fig. 1a–c). This timing agrees well with studies of the acquisition of
‘maturation inertia’ in Rana temporaria oocytes treated with gona-
dotropin7. Oocytes remained arrested in their mature, GVBD state
for up to several days after progesterone removal. Thus, transient
treatment with progesterone results in a sustained cellular response.

At a biochemical level, oocyte maturation is controlled by p42
MAPKand cyclin B/Cdc2 (Fig. 1d). Both of these protein kinases are
activated during maturation: p42 MAPK through phosphorylation
by MAPK kinase (MEK), and cyclin B/Cdc2 through dephosphor-
ylation by Cdc25. In addition, both kinases seem to be actively
maintained in their high-activity, M-phase states. For example, in
mature oocytes where p42 MAPK activity is high and unchanging,
the two phosphorylation events that activate p42 MAPK still turn
over rapidly with half-lives (t1/2) of about 5min (ref. 10). EDTA-
quenching experiments suggest that phosphorylation events turn
over rapidly (t 1/2 , 10min) in other members of the MAPK
cascade, Mos and MEK, and also in Cdc25 and Wee1 (data not
shown). This raises the issue of how these intrinsically reversible
signalling proteins can ‘remember’ a transient stimulus and convert
it into an irreversible response.
An attractive possibility is that the irreversibility is produced by

positive feedback, and indeed numerous positive feedback loops
have been identified in the p42 MAPK/Cdc2 network of an oocyte.
For example, Mos activates p42 MAPK through the intermediacy of
MEK, and active p42 MAPK feeds back to promote the accumu-
lation of Mos (refs 11–13 and Fig. 1d). This protein-synthesis-
dependent positive feedback loop is strong enough to allow p42
MAPK to show an all-or-none, bistable response to progesterone or
microinjected Mos14. If protein synthesis is blocked (and thus the
positive feedback is blocked), however, the response becomes
graded14.
Other positive feedback loops are also present in the signalling

network that culminates in oocyte maturation. Cdc2 promotes
activation of the Cdc2 activator Cdc25 (refs 15, 16), and promotes
inactivation of the Cdc2 inhibitor Myt1 (ref. 17 and Fig. 1d). The
p42 MAPK and Cdc2 systems also interact with each other through
positive feedback: p42 MAPK acts positively on Cdc2 by promoting
the inactivation of Myt1 (ref. 18), and Cdc2 acts positively on p42
MAPK by promoting the accumulation ofMos (ref. 19 and Fig. 1d).
Thus, positive feedback is a recurring theme in oocyte signal
transduction, and indeed positive feedback and bistability are
important in various biological contexts20–23.
In theory, a system whose positive feedback is strong enough to

produce bistability should show either hysteresis (meaning that it is
easier tomaintain the system in its on state than to toggle the system
from off to on) or, if the feedback is particularly strong, irreversi-
bility (Box 1). We considered that the bistable p42 MAPK/Cdc2
system of the oocyte might possess sufficiently strong positive
feedback to allow the system to generate this type of self-sustaining,
actively maintained irreversibility.
To test this hypothesis, we set out to determine whether hysteresis

or irreversibility is apparent in the oocyte’s response to progester-
one. This amounts to determining whether the concentration of
progesterone needed to induce p42 MAPK phosphorylation and
Cdc2 activation differs from that needed to maintain the activities
of these kinases. To obtain ‘induction’ stimulus–response curves, we
incubated immature oocytes with different concentrations of pro-
gesterone, waited until oocyte maturation had reached a plateau,
and then measured the percentage of GVBD (%GVBD), p42MAPK
phosphorylation, Cdc2 activation and progesterone binding. Pro-
gesterone-treated oocytes showed dose-dependent increases in all of
these responses (Fig. 2a–c, ‘induction’), with maximal kinase
activation and %GVBD obtained with 600 nM progesterone.
To obtain ‘maintenance’ stimulus–response curves, we incubated

oocytes with 600 nM progesterone, waited until GVBD had reached
a plateau (5 h in the experiments shown in Fig. 2), washed the
oocytes for 10 h to remove progesterone, and then resuspended the
washed oocytes in various concentrations of progesterone. After 5 h
of further incubation, we monitored %GVBD, p42 MAPK phos-
phorylation, Cdc2 activation and progesterone binding. Oocytes
were found to maintain maximal p42 MAPK and Cdc2 activities
after being washed free of progesterone (Fig. 2b, c, ‘maintenance’),

 

Figure 1 Cell fate commitment during oocyte maturation. a–c, Timing of commitment
versus maturation from three independent experiments. d, View of the signal transduction

network that culminates in Xenopus oocyte maturation.
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Oestradiol

Memory of cellular state - Bistability

Xenopus oocytes are arrested in G2 
phase. In response to steroid 
hormones, the oocyte is released 
from G2 arrest, undergoes germinal 
vesicle breakdown (GVBD), 
completes meiosis I arrests in 
metaphase of meiosis II. 
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and downstream transcription factors, still within the HN
state; LN mESCs have higher Nanog expression than cells
fully committed to differentiation, in agreement with

experimental evidence [45]. Noise induces stochastic fluctua-
tions between the multiple steady states: Nanog fluctuates in
phase with Esrrb and Klf4, and in antiphase with FGF5, with

Oct4

Oct4-
Sox2

Nanog

EsrrbKlf4

MAPK

Fgf4

Fgf5

Sox2

Figure 4: Extended regulatory network to describe Nanog multistable dynamics in serum/LIF [43]. Blue and black arrows indicate
interactions of the core and extended network, respectively. The extended network interactions include additional pluripotency genes
(Klf4, Esrrb), and differentiation signaling pathway (FGF and MAPK) genes.
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Figure 3: Pluripotency regulatory networks to describe excitable, bistable and oscillatory Nanog dynamics in serum/LIF. (a) Regulatory
network proposed in [39] to describe Nanog dynamics in serum/LIF as excitable; additive noise is considered for Nanog and allows the
system to transiently escape the HN stable steady state. (b) and (c) Networks proposed in [42] to reproduce Nanog dynamics as bistable
(b) or oscillatory (c). The noise term, summed to Nanog’s equation, is indispensable to reproduce Nanog heterogeneity and dynamics in
(b) only. In (c), the negative feedback loop between Nanog and a not specified gene (“X”) can generate oscillatory dynamics.
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• Maintenance of the pluripotent cell state in early mouse embryos with a positive feedback loop: 
• In totipotent blastomeres, the TFs Sox2, Oct4 and Nanog are expressed. 
• Positive feedbacks maintain expression of totipotency genes. 

Nanog activates its own expression by forming a complex with Oct4 and Sox2 
Oct4 and Sox2 also form coupled positive feedback loops

Glauche I, Herberg M, Roeder I PLoS ONE 5(6): e11238 (2010) 
H.G. Garcia and R. Phillips. Physical Genomics - from E.coli to Elephants 

10.4. DYNAMICS OF AUTO-ACTIVATION 683

Brn2 Sox2
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Figure 10.31: Transcription factor competition forms a genetic switch in em-
bryonic stem cells. (A) In pluripotent cells, the Nanog gene activates its own
expression by forming a complex with Oct4 and Sox2. This complex, however,
cannot activate genes such as Neurod1 that commit cells to a di↵erentiated neu-
ral state. The concentration of Nanog can be monitored by fusing if to GFP.
(B) The presence of Brn2, which can be monitored by fusing it to RFP, leads
to sequestration of Sox2 from its complex with Nanog, with the subsequent
formation of a Brn2–Sox2 complex. As a result, Nanog cannot activate itself,
while the Brn2–Sox2 complex can activate the Neurod1 gene. Adapted from C.
Sokolik et al., Cell Systems, 1, 117-129 (2015).
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and pluripotency has grown, protocols for the efficient derivation 
of mES cells by promoting or inhibiting the expression of specific 
genetic pathways were developed. Oct4 (Pou5f1) is a transcription 
factor that is essential for the maintenance of pluripotency in cells 
of the ICM, the epiblast and in mES cell lines. Importantly, loss 
of Oct4 was shown to be a feature of cultured embryos that failed  
to give rise to stable ES cell lines14. On the basis of this discovery, 
culture conditions that promote Oct4 expression, namely inhi-
bition of the MAP kinase pathway, were introduced. However, 
successful derivation of mES cells from the recalcitrant strain 
background, CBA, still required a combination of diapause  
induction, epiblast excision and inhibition of MEK kinase via 
PD98059 (ref. 14). In the context of these modifications to  
traditional ES cell derivation protocols, derivation efficiency in 
the CBA strain was ~25%, which is a significant advance for a 
nonpermissive strain14.

The pluripotent ground state and overcoming barriers to 
mESC derivation
The discovery that self-renewal and pluripotency are intrinsic 
properties of mESCs was demonstrated by Smith and colleagues14, 
who showed that the inhibition of MEK/ERK and glycogen syn-
thase kinase-3 (GSK3) signaling (three inhibitors (3i): PD184352,  
PD173074/SU5402 and CHIR99021, respectively) were together 
sufficient, combined with activation of STAT3 by LIF (3i/LIF), 
to promote the pluripotent ground state of emergent ESCs from 
mice and from rats15–17. These laboratories went on to show that 
the inhibition of FGF receptor signaling is dispensable in the con-
text of more potent inhibition of MEK signaling (2i: CHIR99021 
to inhibit GSK3β and PD0325901 to inhibit MEK1/2)16. Both 
3i/LIF and, subsequently, 2i/LIF culture conditions have since 
been successfully applied for efficient (50–70%) derivation of 
germline-competent mESCs from recalcitrant strains such as 
NOD, CBA and DBA18–21. Moreover, these culture conditions 
have been used to successfully derive germline-competent rat 
ESCs from rat embryos16,17, which is an accomplishment that 
quickly led to the creation of the first rat gene knockout by 
homologous recombination in rESCs22. The successful deriva-
tion of ESCs from recalcitrant strains and from rat by using 2i/LIF 
culture conditions suggests that emergent ESCs from these strains 

or species are unable to maintain a pluripotent ground state under 
traditional ESC culture conditions (serum + LIF). In fact, it was 
later shown that, unlike emergent ESCs from permissive strain 
background (e.g., 129), emergent ESCs from nonpermissive strain 
backgrounds (e.g., NOD) are unstable and differentiate to a more 
advanced epiSC (postimplantation epiblast stem cell) state, which 
has been termed a primed pluripotent state, in the absence of 
exogenously provided inhibitors of ERK signaling23.

Although the basis of strain and species recalcitrance to ESC 
derivation is not yet fully understood, these results suggest that 
inhibition of the pathways responsible for differentiation of ICM 
epiblast cells to postimplantation epiblast cells might be sufficient 
to overcome barriers to mESC derivation in all inbred strain back-
grounds. This new model of the pluripotent, ground state of ESCs 
is an important advance in our understanding of early lineage 
commitment, and it has informed our mESC derivation protocol, 
which is highly efficient, regardless of strain background.

Experimental design
We previously published efficient derivation of germline-competent  
mESC lines from the recalcitrant strain DBA/2J (ref. 20). Crucial 
to the success of this protocol was the exclusion of serum  
during the outgrowth phase, combined with the inhibition 
of MEK/ERK (1i: PD98059) signaling during the outgrowth 
phase and during subsequent culture of emergent ES cell lines  
(3i: CHIR99021, PD173074 and PD0325901). As published data 
later showed the FGF receptor inhibitor PD173074 to be dis-
pensable and the MEK inhibitor PD98059 to be redundant, in the  
context of the more potent MEK inhibitor PD0325901 (ref. 16),  
our current protocol uses the now standard 2i combination 
(CHIR99021 and PD0325901) to achieve the same exogenous 
inhibition with simpler media formulae.

Our protocol begins with the collection and culture of late 
blastocyst–stage embryos, which can be generated by natural 
mating or by in vitro fertilization. These embryos are then  
cultured in derivation medium to allow for ICM outgrowth. 
Unlike traditional ESC derivation medium, which contains 
serum, our derivation medium uses serum replacement in 
the form of an artificial serum replacement or, in the case of 
nonpermissive strain backgrounds, we use defined serum-free 
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Figure 1 | Overview of preimplantation development in mice. The pre-epiblast lineage in the early embryo is defined by lineage-restricted expression of the 
Oct3/4, Nanog and Gata6 genes. As early lineage specification proceeds, the pluripotent epiblast lineage is defined by Nanog expression. The epiblast lineage 
will give rise to all three definitive germ layers of the embryo-proper, namely all somatic cells and germ cells, and it is the population from which mESCs are 
derived. mESC cell lines retain the developmental potential of the epiblast lineage, and as such they can contribute to all three germ layers and the germ line 
of host blastocyst- or morula-stage embryos.
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and pluripotency has grown, protocols for the efficient derivation 
of mES cells by promoting or inhibiting the expression of specific 
genetic pathways were developed. Oct4 (Pou5f1) is a transcription 
factor that is essential for the maintenance of pluripotency in cells 
of the ICM, the epiblast and in mES cell lines. Importantly, loss 
of Oct4 was shown to be a feature of cultured embryos that failed  
to give rise to stable ES cell lines14. On the basis of this discovery, 
culture conditions that promote Oct4 expression, namely inhi-
bition of the MAP kinase pathway, were introduced. However, 
successful derivation of mES cells from the recalcitrant strain 
background, CBA, still required a combination of diapause  
induction, epiblast excision and inhibition of MEK kinase via 
PD98059 (ref. 14). In the context of these modifications to  
traditional ES cell derivation protocols, derivation efficiency in 
the CBA strain was ~25%, which is a significant advance for a 
nonpermissive strain14.

The pluripotent ground state and overcoming barriers to 
mESC derivation
The discovery that self-renewal and pluripotency are intrinsic 
properties of mESCs was demonstrated by Smith and colleagues14, 
who showed that the inhibition of MEK/ERK and glycogen syn-
thase kinase-3 (GSK3) signaling (three inhibitors (3i): PD184352,  
PD173074/SU5402 and CHIR99021, respectively) were together 
sufficient, combined with activation of STAT3 by LIF (3i/LIF), 
to promote the pluripotent ground state of emergent ESCs from 
mice and from rats15–17. These laboratories went on to show that 
the inhibition of FGF receptor signaling is dispensable in the con-
text of more potent inhibition of MEK signaling (2i: CHIR99021 
to inhibit GSK3β and PD0325901 to inhibit MEK1/2)16. Both 
3i/LIF and, subsequently, 2i/LIF culture conditions have since 
been successfully applied for efficient (50–70%) derivation of 
germline-competent mESCs from recalcitrant strains such as 
NOD, CBA and DBA18–21. Moreover, these culture conditions 
have been used to successfully derive germline-competent rat 
ESCs from rat embryos16,17, which is an accomplishment that 
quickly led to the creation of the first rat gene knockout by 
homologous recombination in rESCs22. The successful deriva-
tion of ESCs from recalcitrant strains and from rat by using 2i/LIF 
culture conditions suggests that emergent ESCs from these strains 

or species are unable to maintain a pluripotent ground state under 
traditional ESC culture conditions (serum + LIF). In fact, it was 
later shown that, unlike emergent ESCs from permissive strain 
background (e.g., 129), emergent ESCs from nonpermissive strain 
backgrounds (e.g., NOD) are unstable and differentiate to a more 
advanced epiSC (postimplantation epiblast stem cell) state, which 
has been termed a primed pluripotent state, in the absence of 
exogenously provided inhibitors of ERK signaling23.

Although the basis of strain and species recalcitrance to ESC 
derivation is not yet fully understood, these results suggest that 
inhibition of the pathways responsible for differentiation of ICM 
epiblast cells to postimplantation epiblast cells might be sufficient 
to overcome barriers to mESC derivation in all inbred strain back-
grounds. This new model of the pluripotent, ground state of ESCs 
is an important advance in our understanding of early lineage 
commitment, and it has informed our mESC derivation protocol, 
which is highly efficient, regardless of strain background.

Experimental design
We previously published efficient derivation of germline-competent  
mESC lines from the recalcitrant strain DBA/2J (ref. 20). Crucial 
to the success of this protocol was the exclusion of serum  
during the outgrowth phase, combined with the inhibition 
of MEK/ERK (1i: PD98059) signaling during the outgrowth 
phase and during subsequent culture of emergent ES cell lines  
(3i: CHIR99021, PD173074 and PD0325901). As published data 
later showed the FGF receptor inhibitor PD173074 to be dis-
pensable and the MEK inhibitor PD98059 to be redundant, in the  
context of the more potent MEK inhibitor PD0325901 (ref. 16),  
our current protocol uses the now standard 2i combination 
(CHIR99021 and PD0325901) to achieve the same exogenous 
inhibition with simpler media formulae.

Our protocol begins with the collection and culture of late 
blastocyst–stage embryos, which can be generated by natural 
mating or by in vitro fertilization. These embryos are then  
cultured in derivation medium to allow for ICM outgrowth. 
Unlike traditional ESC derivation medium, which contains 
serum, our derivation medium uses serum replacement in 
the form of an artificial serum replacement or, in the case of 
nonpermissive strain backgrounds, we use defined serum-free 
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Figure 1 | Overview of preimplantation development in mice. The pre-epiblast lineage in the early embryo is defined by lineage-restricted expression of the 
Oct3/4, Nanog and Gata6 genes. As early lineage specification proceeds, the pluripotent epiblast lineage is defined by Nanog expression. The epiblast lineage 
will give rise to all three definitive germ layers of the embryo-proper, namely all somatic cells and germ cells, and it is the population from which mESCs are 
derived. mESC cell lines retain the developmental potential of the epiblast lineage, and as such they can contribute to all three germ layers and the germ line 
of host blastocyst- or morula-stage embryos.

A. Czechanski et al. Nature Protocols  9:559 (2014)
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Memory of cellular state - Multistability

• Transient signals induce a variety of stable cellular responses during development. 
• Multistability allows genetically identical cells to be in molecularly distinct and mitotically 

stable cell states.
Ex 1: Embryogenesis in the mouse: Specification of Epiblast and Primitive endoderm in the Inner Cell Mass. 
Tristability with pluripotency state, (GATA6+Nanog), Epi (Nanog) and PrE (GATA6). Coupled cross inhibition.

• Multistability in development

repression (Frankenberg et al., 2011). Thus, in this second phase,
the Fgfr/Erk signaling pathway indirectly activates Gata6 through
Nanog downregulation.
The analysis of Fgf4mutants shows that this ligand is required for

PrE differentiation. Although Fgf4 is not required to induce Gata6
expression at E2.5, it is necessary for its maintenance after the 32-
cell stage to drive the cells towards a PrE fate (Feldman et al., 1995;
Arman et al., 1998; Kang et al., 2013; Krawchuk et al., 2013;
Ohnishi et al., 2014). Thus, another Fgf or RTK ligand must be
present around E2.5 to induce Gata6 expression.
The examination of Nanog mutant embryos uncovered a non-

cell-autonomous role for Fgf4 in the maturation of the PrE
(Messerschmidt and Kemler, 2010; Frankenberg et al., 2011).
Indeed, secretion of Fgf4 from Epi cells, stimulated by Nanog,
induces the expression of PrE maturation markers, such as Sox17,
Gata4 or Pdgfra, that are downstream of PrE specification. PrE

maturation is also disturbed inOct4−/− embryos, whereas Epi versus
PrE specification seems to occur correctly (Frum et al., 2013; Le Bin
et al., 2014). Previous studies on the phenotype of Gata6−/−

embryos have shown that the PrE epithelium is not produced at E4.5
(Cai et al., 2008). However, analyses at earlier stages discriminating
between a failure to specify or a failure to differentiate cell lineages
have not been described.

In the present study, we further investigated the interactions
between Fgfr/Erk signaling and the transcription factors Nanog and
Gata6. We first analyzed the early phenotype of Gata6−/− embryos,
demonstrating that this factor is required for PrE specification and
for the inhibition of an Epi fate. Then, to investigate in more detail
the mechanism of cell fate specification, we built a mathematical
model describing the gene regulatory network responsible for ICM
differentiation, including the effects of Fgf/RTK signaling. This
model, based on previously reported in vivo and in vitro
experimental results on the interplay between Nanog, Gata6 and
RTK signaling in the early mouse embryo, is the first one to propose
a self-organized mechanism for the PrE versus Epi fate choice. We
use the model to make predictions on Gata6−/− and Nanog−/−

mutants and verify them experimentally. This interdisciplinary
approach also allowed us to decipher the imbalanced and precocious
Epi specification observed in Gata6+/− embryos.

RESULTS
Gata6−/− embryos do not specify PrE precursors
We analyzed Gata6−/− embryos during Epi and PrE lineage
specification from E3.25 to E4.5. A failure to produce the PrE
epithelium reported byCai et al. (2008) could be due either to a lackof
PrE specification, shown by a conversion of all ICM cells into Epi, or
to a failure of PrEmaturation and differentiation. In the latter case, PrE
precursors would be specified, but fail to express markers of PrE
maturation or die, reducing the number of ICM cells. Litters from
Gata6+/− intercrosses produceGata6−/− embryos at Mendelian ratios
at E3.75. Although wild-type embryos produce around 45% of PrE
and 53% of Epi, all ICM cells express Nanog in the Gata6−/−

embryos (n=6) (Fig. 1A, see also Fig. 5D for quantification).
Moreover, no PrE marker, such as Sox17 and Gata4 (n=8), are
expressed in these mutant embryos. As ICM cell numbers are alike in
wild-type and mutant embryos (see Fig. 4C), this experiment shows
thatGata6−/−mutants cannot specify PrE cells and that all ICM cells
adopt an Epi fate.

Fgf4 administration does not rescue PrE specification
It was previously shown that the RTK pathway is required to induce
Gata6 expression and thus specify PrE precursors in wild-type
embryos (Nichols et al., 2009; Yamanaka et al., 2010; Frankenberg
et al., 2011). Alternatively, the RTK pathway could also act in
parallel to specify PrE independently of Gata6. To test this
hypothesis, we administered recombinant Fgf4 during embryo
cultures at different stages of development. With wild-type
embryos, Fgf4 treatment is able to induce Sox17 and PrE markers
in all ICM cells as previously shown (Yamanaka et al., 2010).
Conversely, Fgf4 is not able to rescue Sox17 or Gata4 expression at
any time-window tested in the mutant embryos (n=14) (Fig. 1B,C;
supplementary material Fig. S1A), meaning that Fgf4 alone cannot
induce PrE specification. As we had previously shown that PrE
maturation requires Fgf4 (Frankenberg et al., 2011), these analyses
demonstrate that the expression of Sox17 and Gata4 requires an
activation of both the Gata6 and the Fgf4 pathway.

In parallel to PrE markers, we analyzed Nanog expression after
Fgf4 treatment. Nanog expression is inhibited by early Fgf4

Fig. 1. Analysis of Gata6−/− embryos. (A) Nanog, Sox17 and Cdx2
immunolocalization at E3.75 in wild-type (n=12) and Gata6−/− embryos (n=6).
(B,C) Wild-type and Gata6−/− embryos cultured in presence of Fgf4 (B)
from the 8-cell stage to E4.5 (wild type, n=3; Gata6−/−, n=3) or (C) from
E3.25 to E3.75 (wild type, n=5; Gata6−/−, n=4) and then labeled by
immunofluorescence with the indicated markers. See also supplementary
material Fig. S1.
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repression (Frankenberg et al., 2011). Thus, in this second phase,
the Fgfr/Erk signaling pathway indirectly activates Gata6 through
Nanog downregulation.
The analysis of Fgf4mutants shows that this ligand is required for

PrE differentiation. Although Fgf4 is not required to induce Gata6
expression at E2.5, it is necessary for its maintenance after the 32-
cell stage to drive the cells towards a PrE fate (Feldman et al., 1995;
Arman et al., 1998; Kang et al., 2013; Krawchuk et al., 2013;
Ohnishi et al., 2014). Thus, another Fgf or RTK ligand must be
present around E2.5 to induce Gata6 expression.
The examination of Nanog mutant embryos uncovered a non-

cell-autonomous role for Fgf4 in the maturation of the PrE
(Messerschmidt and Kemler, 2010; Frankenberg et al., 2011).
Indeed, secretion of Fgf4 from Epi cells, stimulated by Nanog,
induces the expression of PrE maturation markers, such as Sox17,
Gata4 or Pdgfra, that are downstream of PrE specification. PrE

maturation is also disturbed inOct4−/− embryos, whereas Epi versus
PrE specification seems to occur correctly (Frum et al., 2013; Le Bin
et al., 2014). Previous studies on the phenotype of Gata6−/−

embryos have shown that the PrE epithelium is not produced at E4.5
(Cai et al., 2008). However, analyses at earlier stages discriminating
between a failure to specify or a failure to differentiate cell lineages
have not been described.

In the present study, we further investigated the interactions
between Fgfr/Erk signaling and the transcription factors Nanog and
Gata6. We first analyzed the early phenotype of Gata6−/− embryos,
demonstrating that this factor is required for PrE specification and
for the inhibition of an Epi fate. Then, to investigate in more detail
the mechanism of cell fate specification, we built a mathematical
model describing the gene regulatory network responsible for ICM
differentiation, including the effects of Fgf/RTK signaling. This
model, based on previously reported in vivo and in vitro
experimental results on the interplay between Nanog, Gata6 and
RTK signaling in the early mouse embryo, is the first one to propose
a self-organized mechanism for the PrE versus Epi fate choice. We
use the model to make predictions on Gata6−/− and Nanog−/−

mutants and verify them experimentally. This interdisciplinary
approach also allowed us to decipher the imbalanced and precocious
Epi specification observed in Gata6+/− embryos.

RESULTS
Gata6−/− embryos do not specify PrE precursors
We analyzed Gata6−/− embryos during Epi and PrE lineage
specification from E3.25 to E4.5. A failure to produce the PrE
epithelium reported byCai et al. (2008) could be due either to a lackof
PrE specification, shown by a conversion of all ICM cells into Epi, or
to a failure of PrEmaturation and differentiation. In the latter case, PrE
precursors would be specified, but fail to express markers of PrE
maturation or die, reducing the number of ICM cells. Litters from
Gata6+/− intercrosses produceGata6−/− embryos at Mendelian ratios
at E3.75. Although wild-type embryos produce around 45% of PrE
and 53% of Epi, all ICM cells express Nanog in the Gata6−/−

embryos (n=6) (Fig. 1A, see also Fig. 5D for quantification).
Moreover, no PrE marker, such as Sox17 and Gata4 (n=8), are
expressed in these mutant embryos. As ICM cell numbers are alike in
wild-type and mutant embryos (see Fig. 4C), this experiment shows
thatGata6−/−mutants cannot specify PrE cells and that all ICM cells
adopt an Epi fate.

Fgf4 administration does not rescue PrE specification
It was previously shown that the RTK pathway is required to induce
Gata6 expression and thus specify PrE precursors in wild-type
embryos (Nichols et al., 2009; Yamanaka et al., 2010; Frankenberg
et al., 2011). Alternatively, the RTK pathway could also act in
parallel to specify PrE independently of Gata6. To test this
hypothesis, we administered recombinant Fgf4 during embryo
cultures at different stages of development. With wild-type
embryos, Fgf4 treatment is able to induce Sox17 and PrE markers
in all ICM cells as previously shown (Yamanaka et al., 2010).
Conversely, Fgf4 is not able to rescue Sox17 or Gata4 expression at
any time-window tested in the mutant embryos (n=14) (Fig. 1B,C;
supplementary material Fig. S1A), meaning that Fgf4 alone cannot
induce PrE specification. As we had previously shown that PrE
maturation requires Fgf4 (Frankenberg et al., 2011), these analyses
demonstrate that the expression of Sox17 and Gata4 requires an
activation of both the Gata6 and the Fgf4 pathway.

In parallel to PrE markers, we analyzed Nanog expression after
Fgf4 treatment. Nanog expression is inhibited by early Fgf4

Fig. 1. Analysis of Gata6−/− embryos. (A) Nanog, Sox17 and Cdx2
immunolocalization at E3.75 in wild-type (n=12) and Gata6−/− embryos (n=6).
(B,C) Wild-type and Gata6−/− embryos cultured in presence of Fgf4 (B)
from the 8-cell stage to E4.5 (wild type, n=3; Gata6−/−, n=3) or (C) from
E3.25 to E3.75 (wild type, n=5; Gata6−/−, n=4) and then labeled by
immunofluorescence with the indicated markers. See also supplementary
material Fig. S1.
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assumed to be homogeneous given the high degree of cellular
compaction in the developing embryo. Importantly, the model also
includes some noise in this diffusional process in the form of a
random deviation (γi) around the average local Fgf4 concentration
(Fig. 2; supplementary material Eqn S6). This extrinsic noise is the
only source of stochasticity in our deterministic simulations. Once
attributed randomly for each cell at the beginning of the simulations,
all γi values remain fixed in the course of time. The level of ERK
within a cell depends on the concentration of Fgf4 it perceives (Fpi)
and on the concentration of receptor Fgfr2 (FR) at its surface. As to
the values of the parameters in the population model, they were
phenomenologically adjusted in order to account for the available
experimental data on the time evolutions of the mRNAs of Nanog,
Gata6 and Fgf4 during early embryogenesis (Yamanaka et al.,
2010) and on the proportions of ICM cells differentiating into PrE or
Epi from wild-type and Nanog−/− mutant embryos in a variety of
conditions (Frankenberg et al., 2011; this paper).

Modeling cell fate specification in wild-type embryos
The dynamics of Nanog (N ), Gata6 (G) (Fig. 3A) and Fgf4 (Fs)
(supplementary material Fig. S4) obtained with the model
correspond to the expression pattern of the respective proteins
during early embryogenesis, both for a future Epi cell and for a
future PrE cell (Chazaud et al., 2006; Kurimoto et al., 2006; Plusa
et al., 2008; Guo et al., 2010; Frankenberg et al., 2011). When
multiple stable steady states co-exist, the outcome of the system
depends on the initial conditions. In the embryo, Nanog and Gata6
proteins start to be detected at the 8-cell stage and, at the 32-cell
stage, they are co-expressed in almost all blastomeres (Plusa et al.,
2008; Lavial et al., 2012). In the model, which involves arbitrary
time units, the beginning of the simulations corresponds to the stage
at which Nanog and Gata6 are null (Fig. 3A). By contrast, the initial
level of ERK is elevated (supplementary material Fig. S4) because
of the high initial concentration of Fgf4 in the extracellular space, in
line with experimental observations (Guo et al., 2010; Krawchuk
et al., 2013). The results of the model do not change if other RTK
ligands contribute to the initial activation of Erk, as suggested by

recent experimental results (Tang et al., 2011; Kang et al., 2013;
Krawchuk et al., 2013).

With these initial conditions, all cells first reach the ICM-like state,
which is reflected by an increase of Gata6 andNanog levels (Fig. 3A).
Simultaneously, the level of RTK ligands in the extracellular space
decreases, according to observations on Fgf4 mRNAs levels (Guo
et al., 2010). As a consequence, ERK diminishes, which forces a
subset of cells to leave the ICM-like state and to reach the Epi-like
state, where Gata6 expression is arrested and Nanog levels are
upregulated.Hence, these cells synthesize and secrete Fgf4 at a higher
rate than before. The subsequent increase in the local concentration
of Fgf4 pushes their neighboring cells towards the PrE-like state,
where they stop expressing Nanog (Fig. 3A; supplementary material
Fig. S3). In summary, the model reproduces the emergence of ICM
cells, which co-express Nanog and Gata6, as well as their
specification into Nanog-expressing, Fgf4-secreting, Epi-like cells
and Gata6-expressing, PrE-like cells. Furthermore, these two
populations reach a random salt-and-pepper distribution at the end
of the simulations, which is consistent with experimental data
(Chazaud et al., 2006; Plusa et al., 2008; Frankenberg et al., 2011).
Importantly, the fate of a cell is determined at the level of the
population and is not imposed by its specific value of γi. The role of
this parameter is to introduce some spatial heterogeneity in the
extracellular Fgf4 concentration, allowing some cells to perceive a
different concentration of Fgf4 and thus quit the ICM-like state.
Interestingly, the salt-and-pepper distribution can already emerge
when a single cell in the population has a different value of γi
(e.g. when γi=−0.1 for the cell at the center of the grid and γi=0.1
elsewhere). The heterogeneity then propagates over the entire field
through the interactions between neighboring cells.

With the set of parameters used in Fig. 3A, 54.6±5.4% of the cells
differentiate into Nanog-expressing Epi cells (Fig. 4E), which fits
well with our observations (Fig. 4B). The proportions obtained with
the model can be modified with small changes in the rate of Fgf4
degradation (kdf), and the model can thus reproduce the proportions
obtained with mice from various genetic backgrounds, from 40% to
55% of Epi progenitors (Batlle-Morera et al., 2008; Frankenberg

Fig. 2. Model of the gene regulatory network
controlling the differentiation of the inner cell
mass into Epi and PrE cells. The differentiation
status of each cell is defined by the level of its four
intracellular variables: Gata6 (G), Nanog (N ), Fgfr2
(FR) and Erk (ERK). These four variables are
interconnected by positive and negative regulations
(in green and red, respectively). ERK, which
corresponds to the relative level of activity of the
Fgf/Erk signaling pathway, depends on the
extracellular concentration of Fgf4 perceived by the
cell (Fp). This concentration is the averaged level of
Fgf4 secreted (Fs) by the cell and its four neighbors,
with a small random deviation expressed through
parameter γi, which reflects the heterogeneous
distribution of Fgf4 in the intercellular space (see
supplementary materials and methods for Eqn S6
used to compute this averaged concentration). Each
cell produces Fgf4 at a rate depending on its level of
Nanog expression (N ).
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previous reports (Grabarek et al., 2012). Because FGF signaling
fails to repress NANOG in the absence of GATA6 (Figure 5), this
phenomenon can be explained if, in mature EPI cells, GATA6 is
repressed and they concomitantly cease to respond to FGF
signaling. Such a mechanism could operate to prevent
committed EPI cells from switching their fate in the FGF-rich
environment of the sorted EPI compartment of the late blasto-
cyst. However, additional experiments will be required to eluci-
date the mechanistic details behind these observations.
Importantly, recent studies in other mammals (Kuijk et al.,

2012; Niakan and Eggan, 2013; Roode et al., 2012; Van der
Jeught et al., 2013) have revealed that GATA6 and NANOG
are expressed early within the ICM and exhibit a sequence of
expression that is comparable to that of the mouse (Chazaud
et al., 2006; Dietrich and Hiiragi, 2007; Plusa et al., 2008), sug-
gesting that some aspects of the GRN driving ICM lineage
choice are evolutionarily conserved. Surprisingly, it was recently
noted that by contrast to rodents (Kang et al., 2013a; Nichols
et al., 2009; Roode et al., 2012; Yamanaka et al., 2010),
modulation of FGF signaling does not elicit an effect on ICM
lineage commitment in human and bovine blastocysts (Kuijk
et al., 2012; Roode et al., 2012; Van der Jeught et al., 2013). If
the role of FGF signaling in ICM lineage specification is a rodent
species-specific adaptation, our studies lead us to speculate
that GATA6 might be a key evolutionarily conserved transcrip-

tion factor driving PrE lineage specification across eutherian
mammals.

EXPERIMENTAL PROCEDURES

Mouse Husbandry
Mouse strains used were Gata6cKO/cKO (Sodhi et al., 2006), CAG:Cre (Sakai

and Miyazaki, 1997), Zp3:Cre (de Vries et al., 2000), PdgfraH2B-GFP/+

(Hamilton et al., 2003), and wild-type CD1 (Taconic). Gata6KO/+ animals were

of a mixed (CD1/B6/129) strain background and were generated by crossing

Gata6cKO/cKO to aCAG:Cre strain. Embryos with maternal and zygotic ablation

of Gata6 were obtained by breeding Gata6cKO/cKO; Zp3:CreTg/+ females with

Gata6cKO/cKO males. Work on mice was subject to approval by, and carried

out in accordance with guidelines from, the Memorial Sloan Kettering Cancer

Center Institutional Animal Care and Use Committee.

Embryo Collection and Handling
Mice were maintained under a 12 hr light cycle. Preimplantation embryos were

flushed from uteri or oviducts in flushing holding medium (FHM, HEPES-

buffered potassium simplex optimized medium [KSOM] based; Millipore) as

described (Nagy et al., 2003). The zona pellucida was removed from blasto-

cysts by brief incubation in acid Tyrode’s solution (Sigma). Embryos were fixed

in 4% paraformaldehyde in PBS for 10 min at room temperature and stored in

PBS at 4!C.

Embryo In Vitro Culture
Embryos were cultured in drops of KSOM-AA (KSOM supplemented with

amino acids; Millipore) under mineral oil (Sigma) at 37!C in a 5% CO2

Figure 7. Working Model
GATA6 potentiates the upregulation of FGFR2, thereby cell-autonomously stimulating the FGF/ERK pathway activated by FGF4. Increased ERK signaling leads

to repression of NANOG, which in turn releases GATA6 repression. This feedback loop reinforces a PrE fate. In EPI cells, very low levels of GATA6maintain but do

not upregulate FGFR2. Baseline levels of the receptor allow for marginal induction of FGF/ERK signaling, which in turn moderates NANOG levels. Within the

insets: lines with arrowheads, positive regulation; lines with blocks, negative regulation; dashed lines, hypothesized regulation; grey lines, weak effects due to low

protein concentrations.

Developmental Cell

GATA6 Levels Control ICM Fate Choice and Timing

Developmental Cell 29, 454–467, May 27, 2014 ª2014 Elsevier Inc. 465

Bessonnard et al. Chazaud. Development 141, 3637-3648 (2014)

N. Shrode et al. Developmental Cell 29, 454–467 (2014)

Sox17: PreE marker 
Cdx2: Trophectoderm marker

Ex 2: Myogenesis,  the transcription factor MyoD heterodimerizes with E proteins to activate itself and the 
myogenesis program, and Id family proteins heterodimerize with E proteins to disrupt this process. 
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• Principle: TF homodimerization causes non-linear positive autoregulation. Heterodimerization mutually 
inhibits each other’s transcriptional activity because the heterodimer does not bind DNA. 

• Tristability requires sufficient protein stability. 

• Type II tristability (ie. 3 states expressing either A, B, or both), is analogous to multilineage priming in 
uncommitted progenitor cells. Double positive state plays the role of a multipotent progenitor.

A synthetic multistable system

• Mathematical model:

R. Zhu et al, J. Garcia-Ojalvo and M. Elowitz. Science, 375(6578):eabg9765 (2022)
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• Self-activation is inhibited by competing 
transcription factors that heterodimerize with 
self-activating TF.

A synthetic multistable system
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• Transcription factor self-activation can be controlled 
by induced dimerisation (AP1903) and protein 
stabilisation (TMP). 

Induction by DOX followed by stable expression via 
positive feedback. Without homodimerization, 
transcriptional activation is not maintained: no memory.

• Experimental system:

R. Zhu et al, J. Garcia-Ojalvo and M. Elowitz. Science, 375(6578):eabg9765 (2022)
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• Implementing bistability ad tristability: 
Induction by DOX (38h) followed by culture 
over 18 days. 

Stable states over days of culture.
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• Imaging after few days reveals the 3 
populations of cells in adjacent clonal 
domains. 

• Activation of dimerisation and protein 
stabilisation lead to 3 states (A, B or A+B).

R. Zhu et al, J. Garcia-Ojalvo and M. Elowitz. Science, 375(6578):eabg9765 (2022)
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• Reducing protein stability destabilised 
selectively the A+B state leading to bistability.  

• Hysteresis: reintroducing protein stabilisation 
(high TMP) did not revert to tristability. 
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Plan

• Molecular memory 
• Signalling memory 
• Cellular memory: 

Case study 1: chemotaxis in E. coli 
Case study 2: cell habituation in Stentor  

• Structural memory 



Bacteria swim, propelled by flagella
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Figure 4.16: Mechanism of bacterial chemotaxis. (A) Many bacteria including
E. coli are equipped with flagella. The helical flagellar filaments are turned
by a motor embedded in the cell’s wall and membranes. (B) When all of the
flagellar motors on an individual cell are rotating counterclockwise the filaments
bundle together and the bacterium moves e�ciently in a straight line called a
run. When the motors reverse direction and spin clockwise the flagellar bundle
flies apart and the bacterium rotates in an apparently random manner called
a tumble. Over long distances bacterial trajectories appear as run segments
arranged at random angles to one another at junctures where a tumble event
occurred. (C) The switching of the motor from counterclockwise to clockwise
rotation, and hence the switching of the behavior from running to tumbling can
be controlled by the presence of small molecules in the bacterium’s environ-
ment. These molecules bind to receptors that then induce phosphorylation of a
signaling protein which in turn binds to and a↵ects the mechanics of the motor.
(D) Tuning of swimming behavior by small molecules can cause the bacterium
to swim either towards desirable food sources, such as sugars or amino acids, or
away from noxious toxins.
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Mean speed 21.2 µm/s 
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Nonchemotactic mutant 
7.2s 
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Mean speed 31.3 µm/s 
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Fig. 1 Digital plots of the displacement of a wild type bacterium, A W405, and a generally nonchemotactic mutant, cheC 497, at the rate of 
12.6 words (data points) per second. Tracking began at the points indicated by the large dots. The plots are planar projections of three-
dimensional paths. If the left and upper panels of each figure are folded out of the page along the dashed lines, the projections appear in 
proper orientation on three adjacent faces of a cube. The cultures were grown in a minimal salts medium on glycerol, threonine, leucine, 
and histidine, as described by Hazelbauer et al.10• They were washed twice at 4° C with a solution containing 10-2 M sodium phosphate 
(pH 7.0), 10-4 M EDTA (ethylenediamine tetraacetate) and 10-3 M magnesium sulphate and diluted at room temperature to an optical 
density of0.01 (590 nm) in a solution containing 10-2 M sodium phosphate(pH 7.0), 10-4 M EDTA,and 0.18 % (w/v) hydroxypropyl methyl-
cellulose (Dow Methocel 90 HG). They were tracked as such at 32.0° (viscosity 2.7 cp) in a tantalum and glass chamber 2 mm in diameter 

and 2 mm high. 

analysis ignores the smallest changes (Table 1, legend). Changes 
in direction also occur during runs (Table 1). The drift is about 
what one would expect from rotational diffusion: the root-
mean-square angular deviation of a 2 µm diameter sphere 
occurring int sec in a medium of viscosity 2.7 cp at 32° C is 29 
ytdegrees. 

1 13,,-;;~,~-
01----------------~-~---~~ 

3 

00~------------r----------~ 

Fig. 2 The speed of the wild type bacterium of Fig. I displayed 
by an analogue monitor. The recording has been divided into 
three parts, each 9.8 s long; the figure should be read from left 
to right and top down. Twiddles occurred during the intervals 
indicated by the bars. Note the consequent changes in speed. 
The longest run can be seen at the left end of the bottom trace. 
It appears in the upper panel of Fig. 1 angling downwards and 
slightly to the left, five runs from the end of the track. It is 45 

words or 3.57 s long. 

The shortest twiddles and the shortest runs are the most 
probable (Fig. 4). The distribution of twiddle lengths is 
exponential (Fig. 4a). The distribution of run lengths is 
exponential for unc 602 (not shown) but only approximately 
so for AW405 (Fig. 4b). If for AW405 one allows for variations 
in mean run length for different bacteria, the curvature in the 
semi-log plot of the aggregate run-length data vanishes (Fig. 4c). 

From calculations of autocorrelation functions of sequences of 
twiddles and of sequences of runs we conclude that twiddles 
and runs of different length occur at random. The statistics are 
Poisson; for a given organism in a given isotropic environment 
the probability per unit time of the termination of a twiddle or 
the termination of a run is a constant. 

The wild type is known to have chemoreceptors for serine, 
for aspartate and for a number of sugars 7 • If serine is added to 
suspensions of A W405 (no gradients), the run-length dis-
tributions remain exponential but shift dramatically toward 
longer runs (Fig. 5); the twiddles are suppressed. Calcula-
tions of the autocorrelation functions indicate that runs of 

15 

Change in direction from run to run (degree) 

Fig. 3 Distribution of changes in direction from the end of one 
run to the beginning of the next for the wild type bacteria of 
Table I. The distribution was constructed from 1,166 events by 
summing the numbers falling in successive 10° intervals. If the 
analysis is confined to the shortest twiddles, the distribution is 
skewed even farther toward small angles (mean and standard 

deviation 62 ± 26°). 

Howard Berg and Douglas Brown. Nature 239, 500-504 (1972)

• 6 flagella bundle when they rotate counterclockwise (CCW) 
• Bundles rotate and propel E. coli along runs 
• Runs (1s long) are followed by tumbles due to CW rotation of 

flagella which are no longer bundled

Howard Berg http://www.rowland.harvard.edu/labs/bacteria/movies/ecoli.php

Thomas LECUIT   2024-2025



Chemical guidance of cell motility
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demonstrated to exhibit chemotaxis to-
ward various organic nutrients (3). The
results show that extensive metabolism
of the attractants is not required, or
sufficient, for chemotaxis. Instead, the
attractants themselves are detected.
The systems that bacteria ulse to de-

tect chemicals withouLt metabolizing
therm are here called "chemoreceptors."
Efforts to identify the chemoreceptors
are described.

A Quantitative Mlethod
for Studying Cheinotaxis

In the I 8o\s Pilleffer (4) demiioni-
strated chemnotaxis by exposing a suIS-
pensioni ol' mlotile bacteria to a solItion
of iln attractant in a capillary tuLbe and
then obseIving nlicroscopically that the
bacteria accuLm1ul_ated first at the moulth
of the capillary (Fig. 1 ) antd later inside.
A modification of this method, xxhich
permits quantitative study of chemo-
taxis, is here described briefly (5).

Wild-tvpe LEscherichiai coli K 1 2,
strain W31110, Wx as uLsed, except wx here
other"xiso indicated. A capillary tube
containinlg a solution of attractant Wc.as
plLshecd into a Suspension of bacteria
on a slide (6). Alter incubation ait
30(C (7) I'or 60 minuLtes, the capillary
xx as taken out of' the bacterial SuLspen-
sion and washed to remove bacteria
adhering to the ouLtside. The number of
bacteriia inside the capillary was then
measLured by platinig the contents of the
capillary ancd coLunting colonices the next
dcay. The error is --+ 1 5 percent.
A typical result lor glucose (8') at

various concenrtrations is shown in Fig.
2. From such a (lose-response cuLrve-
or, better, from a double log plot one
canl estimate a threshold concentration
f'or accUmnlationl inside the capillary, in
this case abOUt 4 X Io-7Jj. (The
threshold is actually low er thlan this.
since the glucose is being tised uLp.) At
the highest concenitrations, so muLch at-
tractant diffLuses out that the bacteria
wx hich ha.ve accla1.1ted oLutside the
capillMary do not enter in the time al-
lowed. The peak conicentration varies
xwith timc of incuhationi, rate of uLse of
the attractant, and other factors (5).

ResuLlts similar to that shown in Fig.
2 were obtained ior other attractants-
for example, galactose, riibose, aspar-
tate, and serine (8).
Are the attractants themselves de-

tected, or is it something that results

The author is a professor in the depai-tmiienits
of biochemistry and genetics at the Universityof Wisconsin, Madisoni.
26 DECEMBER 1969
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I
I
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* -' 4x * :
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Fig. 1. Photomicrograph showing ittraction of Escllerichia coli bacteria to aspartate.
The capillary tLtbe (di.ameter. 25 microns) cont.ained aspartate ait a concentration of2 X 1() ,A1. [Photomicrograph by Scott W. Ramsey, dark-field photogr.aphy]

Iablte 1. The ability of salt'OLIs ImeCtabotiia,bhc chcmniicals to attract LEscher/ic/ta coli.

Chemotaxis:

Att ractant

Calactose
Gialactonate
Glutcose
GlLueonate
(ilItClt-on;ate
GIt ccrotI
(I KetoT tutarate
Sticciniate

Lunimarate
M zitate
P5rlt1-LVttC

rh reslold
molarity

4x tO
I ()

4x O7
> 10 '

> I1()
to 2

> If)
1()

> I 1

NalximlllLlm response

Ntolail-ity No. of bacteriaoIttractedl

I () 12510,)
(I 5.0001

t( 187,000
(No tesponse)
(No response)
(No response)
(No response)

() 8.000
(No i>esponse)

t 5,000
(No tresponse)

Douibting time
for growsth

(IIOLII'S)

2.6
2.0
1.2
1.1
1.1
t.8
2.5

2.0
2.0
1.7
3.0

hlic chemotaxis stuidies veic carried out for I hotir with ssild-type (W31 10) bacteria grown oni cachchmciiical (0.025M) as sole sotirce of caibon and enei-gy, in a miiedium dcscribed etsescwheie (45).-;- Maxinitim response" refers to the nmtiber of bacte-iia attiacted into a capillary tLibe in I houir atthlc peak coniceintration of atti-actant. The pcak coneentiation was determined from a dose-responsecurse for concenti-ations betsseen 10t xJ andt 10 IM (as in Fig. 2) for each chemical. A backgrouindaltue (the saltte obta,1ined sslheni there is no aItti actat in thc capillary tuibe) of about 300(1 bactcriahias becn subtiactcd (sce 46).

Table 2. T3he ability of t-aspartate and -sc inc and of sonme of their prodiucts to attract
F /ichrichiii cColi.

Attirac tanilt

Asp.urtate
Se tiiie
Succ inate
Fitmniarate
N1ialate
Oxal acetate
Pyrxlate

Thlrcslhod
nioltat ity

6 X 10-s6 x to
2 It -

1(1--
10I

> 1(0-'
tol

Chllmotaxisi
NIMaximum response

IVNI il7a ity No. (

at

3 X to :i 3

WI)1(): 1

'0II
(No t-esponse)
(No i-esponse)

of bacteria
.ttractecd
3(0,000
194,000
43.000
3,000
3,000

Oxygen
tuptake't
lo81,hrper 10-t

clls)
12
25
6i
30
44

5
61

W Tlie bacteiia wcre growsne on glycerol as sole sou-ce of carbon and energy. Otherwise the conditionswscc as dcescribed for Table 1. Ox3gen uiptake was measured in chemotaxis medium (see 6)at 300C.

1589

E. coli attracted by 2mM Aspartate in capillary 
Bacteria enter the capillary during 1h

Key features of chemotaxis: 
• Specificity 
• Cell surface sensing (receptors) 
• Sensitivity to ratio (gradient) but not 

difference in concentration of 
attractant 

• How can cells respond to a chemoattractant gradient? 
Problem: Bacteria can go up an exponential gradient, over 20mm. 
For a 2µm cell to detect such a gradient, they would need to detect 0.0001% difference on both ends 

Sensitivity to stochastic fluctuations: estimate of 60 molecules of attractant at 1µM on a sampling volume 
of 1µm x 1µm x 0.1µm . The standard deviation is √60. Yet the response is very accurate and fast (few ms)… 

R. Macnab. D.E. Koshland. PNAS. 69:2509-2512 (1972) 

Thomas LECUIT   2024-2025
J. Adler, Science 166, 1588 (1969).



Two general classes of Mechanisms

• Spatial mechanism: comparison of chemoattractant 
concentration along cell length 

• Temporal mechanism: comparison of chemoattractant at 
different positions and memory. 

43
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Figure 4.16: Mechanism of bacterial chemotaxis. (A) Many bacteria including
E. coli are equipped with flagella. The helical flagellar filaments are turned
by a motor embedded in the cell’s wall and membranes. (B) When all of the
flagellar motors on an individual cell are rotating counterclockwise the filaments
bundle together and the bacterium moves e�ciently in a straight line called a
run. When the motors reverse direction and spin clockwise the flagellar bundle
flies apart and the bacterium rotates in an apparently random manner called
a tumble. Over long distances bacterial trajectories appear as run segments
arranged at random angles to one another at junctures where a tumble event
occurred. (C) The switching of the motor from counterclockwise to clockwise
rotation, and hence the switching of the behavior from running to tumbling can
be controlled by the presence of small molecules in the bacterium’s environ-
ment. These molecules bind to receptors that then induce phosphorylation of a
signaling protein which in turn binds to and a↵ects the mechanics of the motor.
(D) Tuning of swimming behavior by small molecules can cause the bacterium
to swim either towards desirable food sources, such as sugars or amino acids, or
away from noxious toxins.
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Figure 4.16: Mechanism of bacterial chemotaxis. (A) Many bacteria, including E. coli, are equipped with flagella. The helical
flagellar filaments are turned by a motor embedded in the cell’s wall and membranes. (B) When all of the flagellar motors on an
individual cell are rotating counterclockwise, the filaments bundle together and the bacterium moves efficiently in a straight
line called a run. When the motors reverse direction and spin clockwise, the flagellar bundle flies apart and the bacterium
rotates in an apparently random manner called a tumble. Over long distances, bacterial trajectories appear as run segments
arranged at random angles to one another at junctures where a tumble event occurred. (C) The switching of the motor from
counterclockwise to clockwise rotation, and hence the switching of the behavior from running to tumbling, can be controlled
by the presence of small molecules in the bacterium’s environment. These molecules bind to receptors that then induce
phosphorylation of a signaling protein, which in turn binds to and affects the mechanics of the motor. (D) Tuning of swimming
behavior by small molecules can cause the bacterium to swim either toward desirable food sources, such as sugars or amino
acids, or away from noxious toxins.

flagellum. A typical E. coli has on the order of 5 such flagella with a
characteristic length of the order of 10 µm. One of the most remark-
able classes of molecular motors is those that exercise rotary motion.
The first such motor to be characterized in detail is that associated
with the rotary motion of the E. coli flagellum and shown in Figure 3.24
(p. 120). This tiny rotary motor is capable of spinning the flagellum
at roughly 6000 rpm using energy stored in an ion gradient across the
bacterial cell membrane. The remarkable mechanical feature of this
motor is that it can reverse its direction, rotating either clockwise or
counterclockwise at comparable speeds. It is the likelihood of switch-
ing between counterclockwise and clockwise motion that regulates
bacterial trajectories in response to chemoattractants. When all of the
motors on a particular bacterium are rotating in a counterclockwise
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The molecular circuit that drives chemotaxis. The circuit can be conceptually divided into three modules: the sensor module, the
transduction module, and the actuator module (top to bottom). In the sensor module, chemoreceptors at the cell membrane detect
chemoattractants. The binding of chemoattractants sets off a signaling cascade in the transduction module that culminates in the
phosphorylation of the messenger molecule CheY. In the actuator module, the interaction of CheY-P with the flagellar motor alters the
frequency of the change in rotation direction of the flagellar motor. Adapted fromMcAdams, Srinivasan, and Arkin (2004).

chemotaxis detection system to reset its concentration setpoint in the process
of adaptation.

One of the most important aspects of the chemotaxis circuitry is that nearly
all the molecular players are subject to posttranslational modifications, as
shown in Figure 4.13. The chemoreceptors themselves, as part of the critical
process of adaptation, have multiple methylation sites that, as we will see, when
modified by the addition or removal of a methyl group can be thought of as
modifying one of the key parameters (!ϵ) in the MWC description of these
molecules, thus changing the relative equilibrium of the inactive and active
states of the receptor. These methyl groups are added to the chemoreceptors
by the enzyme CheR. The soluble response regulator CheY has different levels
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+1—
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OUTPUT

R. Phillips, The Molecular Switch: signalling and allostery. Princeton Univ. Press. 2020
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Figure 4.16: Mechanism of bacterial chemotaxis. (A) Many bacteria, including E. coli, are equipped with flagella. The helical
flagellar filaments are turned by a motor embedded in the cell’s wall and membranes. (B) When all of the flagellar motors on an
individual cell are rotating counterclockwise, the filaments bundle together and the bacterium moves efficiently in a straight
line called a run. When the motors reverse direction and spin clockwise, the flagellar bundle flies apart and the bacterium
rotates in an apparently random manner called a tumble. Over long distances, bacterial trajectories appear as run segments
arranged at random angles to one another at junctures where a tumble event occurred. (C) The switching of the motor from
counterclockwise to clockwise rotation, and hence the switching of the behavior from running to tumbling, can be controlled
by the presence of small molecules in the bacterium’s environment. These molecules bind to receptors that then induce
phosphorylation of a signaling protein, which in turn binds to and affects the mechanics of the motor. (D) Tuning of swimming
behavior by small molecules can cause the bacterium to swim either toward desirable food sources, such as sugars or amino
acids, or away from noxious toxins.

flagellum. A typical E. coli has on the order of 5 such flagella with a
characteristic length of the order of 10 µm. One of the most remark-
able classes of molecular motors is those that exercise rotary motion.
The first such motor to be characterized in detail is that associated
with the rotary motion of the E. coli flagellum and shown in Figure 3.24
(p. 120). This tiny rotary motor is capable of spinning the flagellum
at roughly 6000 rpm using energy stored in an ion gradient across the
bacterial cell membrane. The remarkable mechanical feature of this
motor is that it can reverse its direction, rotating either clockwise or
counterclockwise at comparable speeds. It is the likelihood of switch-
ing between counterclockwise and clockwise motion that regulates
bacterial trajectories in response to chemoattractants. When all of the
motors on a particular bacterium are rotating in a counterclockwise
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Figure 4.27

Response to a jump in the ambient con-
centration of chemoattractant. (A) The
bacterium has a steady-state tumble fre-
quency in the presence of chemoattrac-
tant at concentration c1. (B) After a jump
to chemoattractant concentration c2, the
bacterium’s response is dictated by a dif-
ferent part of the input-output response
curve. (C) A change in the methylation
state of the receptor leads to a change of
shape of the input-output curve so that the
response is sensitive at the new ambient
concentration.
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bacterium has a steady-state tumble fre-
quency in the presence of chemoattrac-
tant at concentration c1. (B) After a jump
to chemoattractant concentration c2, the
bacterium’s response is dictated by a dif-
ferent part of the input-output response
curve. (C) A change in the methylation
state of the receptor leads to a change of
shape of the input-output curve so that the
response is sensitive at the new ambient
concentration.
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• (A)-(B) Cells respond to an increased concentration 
of attractant (c2) by lowering activity 

 (reduced FRET reflects reduced CheY-P 
concentration) 

• (B)-(C) Then cells restore/reset their activity: they 
adapt to the new stable concentration c2

tumble

run
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Mechanism of adaptation
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The molecular circuit that drives chemotaxis. The circuit can be conceptually divided into three modules: the sensor module, the
transduction module, and the actuator module (top to bottom). In the sensor module, chemoreceptors at the cell membrane detect
chemoattractants. The binding of chemoattractants sets off a signaling cascade in the transduction module that culminates in the
phosphorylation of the messenger molecule CheY. In the actuator module, the interaction of CheY-P with the flagellar motor alters the
frequency of the change in rotation direction of the flagellar motor. Adapted fromMcAdams, Srinivasan, and Arkin (2004).

chemotaxis detection system to reset its concentration setpoint in the process
of adaptation.

One of the most important aspects of the chemotaxis circuitry is that nearly
all the molecular players are subject to posttranslational modifications, as
shown in Figure 4.13. The chemoreceptors themselves, as part of the critical
process of adaptation, have multiple methylation sites that, as we will see, when
modified by the addition or removal of a methyl group can be thought of as
modifying one of the key parameters (!ϵ) in the MWC description of these
molecules, thus changing the relative equilibrium of the inactive and active
states of the receptor. These methyl groups are added to the chemoreceptors
by the enzyme CheR. The soluble response regulator CheY has different levels
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Mechanism of adaptation
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• Adaptation requires reversible methylation of the 
chemoreceptors by the methylate CheR and the 
demethylase CheB. 

• In presence of ligand, receptor inactive and CheR 
methylates the receptor. This pushes the receptor 
towards the active state and the cell is reset/adapted. 

• In absence of ligand, receptor is on, CheB is activated 
and demethylates the receptor.
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Figure 4.29

Simple model of adaptation due to methy-
lation. CheR adds methyl groups when
the chemoreceptor is inactive. Phospho-
rylated CheB (CheB-P) removes methyl
groups when the chemoreceptor is active.
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Figure 4.30

Adaptation in chemotaxis
through successive methyla-
tion and demethylation events.
Each chemoreceptor has four
methylation sites, and each
such methylation event creates
a larger shift in the MWC
parameter !ε. Adapted from
Nelson (2017).
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Chemotaxis entails detection of a temporal gradient
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(A) (B) (C)

Figure 4.9

Run-and-tumble behavior and chemoattractant concentration. A stroboscopic lamp was used to measure the motility tracks of S.
typhimurium with a frequency of five pulses per second. They measured bacterial velocities of roughly 30 µm/s. (A) Motion after a
sudden increase in serine concentration (!c > 0). (B) Control experiment in the absence of serine. (C)Motion after a sudden reduction
in the concentration of serine (!c < 0). Adapted fromMacnab and Koshland Jr. (1972).

with primitive but elegant time-lapse microscopy revealed these behaviors, as
shown in Figure 4.9. The idea of the experiment shown in Figure 4.9(A) is that
the medium is quickly changed from low to high concentrations of serine. In
this case, we see that the trajectories are long and smooth, corresponding to
longer runs without a tumble, since the bacteria interpret the sudden shift in
concentration as resulting from swimming up the gradient. Figure 4.9(B) is a
control experiment in which there is no change in chemoattractant concentra-
tion and thus shows the tumble frequency of cells in a uniform concentration
field. Figure 4.9(C) shows the result when the chemoattractant concentration
is instantaneously reduced, which bacteria interpret as resulting from moving
down the chemoattractant gradient, thus creating a much higher frequency of
tumbling, as seen by the erratic trajectories.

How is this behavior implemented at themolecular level? The answer is a sig-
nal transduction pathway that alters the frequency of motor switching depend-
ing upon the concentration of chemoattractant in the surroundingmedium. As
seen in Figure 4.10, the runmotions are characterized by the flagella working in
harmony by rotating in a counterclockwise direction. Because of fluid dynamic
coupling, during counterclockwise rotation, the flagella bundle together. When
the motors spin in the opposite (clockwise) direction, the flagella splay apart
and no longer work together, thus resulting in reorientation of the cells so that
they can swim off in a new direction. By controlling the frequency of motor
switching, the cells can tune the length of their runs, increasing the run lengths
when conditions are improving.

We now aim to see how the phenomenon of chemotaxis makes contact with
the MWC concept that is our central preoccupation. To begin to answer that
question, we first need to explore themolecular circuitry thatmakes the chemo-
taxis behavior work in bacteria. Figure 4.11 shows a conceptual description of
the underlying molecular circuitry, dividing it into three modules: the sensor
module, the transduction module, and the actuator module.

The sensor module. The chemotaxis process begins in the sensor module
with the chemoreceptors that bind the chemoattractants. These receptors act

-1—
0—

+1—

Salmonella typhimurium 

R. Macnab. D.E. Koshland. PNAS. 69:2509-2512 (1972) 

• Bacteria detect a temporal change in concentration of chemoattractant 
• As they navigate in space, they detect in time different concentrations 
• This requires comparison of 2 measurements and memory

© 1972 Nature Publishing Group
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AW405 
Wild type 
29.5s 
26 runs 
Mean speed 21.2 µm/s 

50µm 

CheC491 
Nonchemotactic mutant 
7.2s 
I run 
Mean speed 31.3 µm/s 

50µm 

501 

. 
'· 

~-------------<----------------~----------------------------

Fig. 1 Digital plots of the displacement of a wild type bacterium, A W405, and a generally nonchemotactic mutant, cheC 497, at the rate of 
12.6 words (data points) per second. Tracking began at the points indicated by the large dots. The plots are planar projections of three-
dimensional paths. If the left and upper panels of each figure are folded out of the page along the dashed lines, the projections appear in 
proper orientation on three adjacent faces of a cube. The cultures were grown in a minimal salts medium on glycerol, threonine, leucine, 
and histidine, as described by Hazelbauer et al.10• They were washed twice at 4° C with a solution containing 10-2 M sodium phosphate 
(pH 7.0), 10-4 M EDTA (ethylenediamine tetraacetate) and 10-3 M magnesium sulphate and diluted at room temperature to an optical 
density of0.01 (590 nm) in a solution containing 10-2 M sodium phosphate(pH 7.0), 10-4 M EDTA,and 0.18 % (w/v) hydroxypropyl methyl-
cellulose (Dow Methocel 90 HG). They were tracked as such at 32.0° (viscosity 2.7 cp) in a tantalum and glass chamber 2 mm in diameter 

and 2 mm high. 

analysis ignores the smallest changes (Table 1, legend). Changes 
in direction also occur during runs (Table 1). The drift is about 
what one would expect from rotational diffusion: the root-
mean-square angular deviation of a 2 µm diameter sphere 
occurring int sec in a medium of viscosity 2.7 cp at 32° C is 29 
ytdegrees. 

1 13,,-;;~,~-
01----------------~-~---~~ 

3 

00~------------r----------~ 

Fig. 2 The speed of the wild type bacterium of Fig. I displayed 
by an analogue monitor. The recording has been divided into 
three parts, each 9.8 s long; the figure should be read from left 
to right and top down. Twiddles occurred during the intervals 
indicated by the bars. Note the consequent changes in speed. 
The longest run can be seen at the left end of the bottom trace. 
It appears in the upper panel of Fig. 1 angling downwards and 
slightly to the left, five runs from the end of the track. It is 45 

words or 3.57 s long. 

The shortest twiddles and the shortest runs are the most 
probable (Fig. 4). The distribution of twiddle lengths is 
exponential (Fig. 4a). The distribution of run lengths is 
exponential for unc 602 (not shown) but only approximately 
so for AW405 (Fig. 4b). If for AW405 one allows for variations 
in mean run length for different bacteria, the curvature in the 
semi-log plot of the aggregate run-length data vanishes (Fig. 4c). 

From calculations of autocorrelation functions of sequences of 
twiddles and of sequences of runs we conclude that twiddles 
and runs of different length occur at random. The statistics are 
Poisson; for a given organism in a given isotropic environment 
the probability per unit time of the termination of a twiddle or 
the termination of a run is a constant. 

The wild type is known to have chemoreceptors for serine, 
for aspartate and for a number of sugars 7 • If serine is added to 
suspensions of A W405 (no gradients), the run-length dis-
tributions remain exponential but shift dramatically toward 
longer runs (Fig. 5); the twiddles are suppressed. Calcula-
tions of the autocorrelation functions indicate that runs of 

15 

Change in direction from run to run (degree) 

Fig. 3 Distribution of changes in direction from the end of one 
run to the beginning of the next for the wild type bacteria of 
Table I. The distribution was constructed from 1,166 events by 
summing the numbers falling in successive 10° intervals. If the 
analysis is confined to the shortest twiddles, the distribution is 
skewed even farther toward small angles (mean and standard 

deviation 62 ± 26°). 

47
Thomas LECUIT   2024-2025



How is adaptation required for chemotaxis? 

• Methylation and demethylation take a few seconds and thus 
reflect receptor activity a few seconds ago (« memory »).  

• Receptor occupancy by ligand influences the current activity 
state (which takes a fraction of a second).  

• By comparing the activity state of the cell (CheA) and 
methylation, the cell can compute how signal evolved in a few 
seconds, whether it increased, or decreased. 

• Cells have a built-in short term memory to compare present and recent past 
and thereby read the concentration gradient

✐
✐
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Figure 4.13

Summary schematic of the molecular cir-
cuit behind chemotaxis. The pencil-and-
eraser icons are meant to show the way
that chemical groups are either written or
erased from their molecular substrates.
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Figure 4.14

Activity of chemotaxis receptors. (A) Schematic of the FRET experiment used to measure chemoreceptor activity. When CheZ actively
dephosphorylates CheY-P, the proximity of these two molecules leads to FRET. (B) Measured activity curves as a function of chemoat-
tractant concentration for different chemoreceptor mutants designed to mimic different states of adaptation of the chemoreceptors.
Adapted from Sourjik and Berg (2002); see Further Reading.

of activity (similar to the chemoreceptors themselves) in the chemotaxis cir-
cuit controlled by phosphorylation, with the phosphorylated state (CheY-P)
active to interact with the motor and switch its direction of rotation. Also,
the protein CheB responsible for demethylating the chemoreceptors in the
process of adaptation is itself subject to phosphorylation. Clearly, posttrans-
lational modifications are the basis for a lot of feedback and control within the
chemotaxis signal transduction module, tuning the relative activities of several
different molecular players in the chemotaxis circuitry

Beautiful experiments using the technique of fluorescence resonance energy
transfer (FRET) make it possible to peer into the mechanics of signal transduc-
tion during chemotaxis. As shown in Figure 4.14(A), the idea of these FRET
experiments is to look for spatial proximity of the enzymeCheZ, which dephos-
phorylates CheY-P, to its substrate CheY-P. In the absence of chemoattractant,
CheY will constantly be phosphorylated, which in turn will be constantly
dephosphorylated through the action of CheZ. However, in the presence of

-1—
0—

+1—

Fast (<<1s) Longer (2-3 s)
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Proc. Natl. Acad. Sci. USA 83 (1986)

internally consistent. Data are presented on the behavior of
wild-type cells and of mutants defective in methylation and
demethylation (deleted for cheR and cheB) or in the functions
specified by che Y or cheZ.

RESULTS
Calibration of the Impulse Response. Given the impulse

response of Fig. 1 (induced by pulses of small but unknown
amplitude), one can predict the time course of the response
to an arbitrary stimulus; however, the amplitude of this
response is unknown up to a constant scaling factor. To
predict both the amplitude and the time course of a response,
this scaling factor must be determined. First, we measured
the rate at which attractant was released from a particular set
of pipettes by exposing cells 5 ,um away to a large step in
current (-100 nA) and recording their recovery times: this
works because the steady-state concentration of attractant a
fixed distance away from the tip of a pipette is proportional
to the rate of release (p. 23 of ref. 17), and the recovery time
is proportional to the net change in receptor occupancy (cf.
table 1 of ref. 16). Next, we measured the amplitude of the
response of the same cells to a smaller step in current (-3 to
-10 nA). Assuming that the rate of release varies linearly
with current, the change in concentration generated by the
smaller step was determined. The type of response generated
by the smaller steps is shown in Fig. 2. Note that this
response is not saturated. For the subset of cells used in the
calibration (those exposed to a-methyl-DL-aspartate; see
figure legend) a change in bias of 0.23 occurred for an
estimated change in fraction of receptor bound of 0.0042.
Finally, we calibrated the impulse response by subtracting
the baseline and scaling its integral to the change in bias ofthe
calibrated step response. We found that a response of the
amplitude shown in Fig. 1 would be generated by a pulse that
increased the receptor occupancy by 0.19 for a period of 20
msec (the approximate width ofthe shortest pulse used in our
experiments).
Comparisons with Ramp and Sine-Wave Data. The solid line

in Fig. 3A is the dependence of bias on ramp rate for
experiments involving linear changes in receptor occupancy

1.0 _

c' 0.5 ,

0 5 10 15 20
Time (sec)

FIG. 1. Impulse response to attractant in wild-type cells. The
dotted curve is the probability, determined from repetitive stimula-
tion, that tethered cells of strain AW405 spin CCW when exposed to
pulses of L-aspartate or a-methyl-DL-aspartate beginning at 5.06 sec
(vertical bar). The smooth curve is a fit to a sum of exponentials (see
text). For methods, see refs. 14 and 16. Pipettes containing aspartate
(1 mM) were pulsed for 0.02 sec at -25 to -100 nA, and pipettes
containing methylaspartate (1-3 mM, with 1.6 mM in the bath) were
pulsed for 0.12 sec at -100 nA, both at 320C. Some pipettes
containing 1-7 mM methylaspartate were pulsed for 0.03-0.12 sec at
-50 to -100 nA at 220C. The curve was constructed from 378 records
comprising 7566 reversals of 17 cells. Points were determined every
0.05 sec.

1-0F

(n
.2 0.5
CD

0 2 4 6 8 10
Time (sec)

FIG. 2. Step response to attractant in wild-type cells. The thick
curve is the probability that cells of strain AW405 spin CCW when
exposed to steps of L-aspartate or a-methyl-DL-aspartate beginning
at 1.00 sec (vertical bar). Pipettes containing aspartate (0.1-1.0 mM)
or methylaspartate (1-10 mM, with 1.6 mM in the bath) were
switched on for 12 sec at -3 to -10 nA at 320C. The curve was
constructed from 227 records comprising 5040 reversals of 10 cells
and was plotted as described in Fig. 1. The thin line is the response
predicted from the impulse response (the dotted curve) of Fig. 1 (cf.
figure 4 of ref. 14). Note the expanded time scale.

predicted by the impulse response; the dashed line has the
same slope but is offset 0.0015 to compensate for the
response threshold. The slope of the predicted dependence is
114 sec, while a linear least-squares fit to the data gave a mean
slope and standard deviation of 78 ± 18 sec. Note that a shift
in bias of 0.1 occurs for a ramp that increases the receptor
occupancy by -0.1% per sec. The solid line in Fig. 3B is the
spectral response to sinusoidal changes in receptor occupan-
cy at different frequencies derived from the fit to the impulse
response (the smooth curve) of Fig. 1; the points comprise a
similar prediction based on the data (the dotted curve) of Fig.
1. The stars are the peak-to-peak changes in bias observed for
sinusoidal oscillations in receptor occupancy generated by
programmed mixing (figure 7 of ref. 15). Use of the latter
measure assumes a large response threshold for negative
rates of change of receptor occupancy (figure 6B of ref. 15).
The close agreement between the Fourier transform repre-
sented by the solid line in Fig. 3B and the data at very low
frequency is not fortuitous: the fit to the sum of exponentials
(the smooth curve of Fig. 1) was constrained so that its
Fourier transform passed through the point (-3, 0.75). Figs.
1 and 3B together show that the impulse and sine-wave data
are consistent. With allowance for thresholds, the agreement
between the three different sets of measurements is satisfac-
tory.

Impulse and Step Responses of Mutant Cells. As reported
earlier (figure 7A of ref. 14), cells with deletions in genes for
the methyltransferase (cheR) and the methylesterase (cheB)
show impulse responses with the second lobe much reduced
(Fig. 4A). This implies that such cells cannot adapt over a
short time span to a sudden increase in the concentration of
attractant. The measured step response bears out this pre-
diction (Fig. 4B). We also studied the behavior of cheRcheB
cells over a longer time span in a flow cell (19). Some cells
failed to respond to step stimuli (shifts from 0 to 25 AM
L-aspartate or from 0 to 1 mM a-methyl-DL-aspartate); others
spun exclusively CCW and failed to recover; still others gave
a sizable response and then partially recovered (Fig. 5). Some
of the latter cells exhibited dramatic swings in bias over
periods of the order of 1 min, but no periodicity was evident
in the average (Fig. 5). Note that cheRcheB cells are less
sensitive to L-aspartate or to c-methyl-DL-aspartate than
wild-type cells by factors of 10-100.

8988 Biophysics: Segall et al.

Impulse of attractant (few ms)

Adaptation

Excitation

SM. Block, J. Segall and H. Berg. Cell,. 31, 215-226 (1982) 
J. Segall, SM. Block and HC. Berg. PNAS. 83:8987-8991 (1986)

How is adaptation required for chemotaxis? 

• Cell response is integrated over few seconds: response to very short pulse (ms), lasts about 4 seconds, 
the signal persists after the ligand is no longer present at the cell surface (it diffuses away within a 
fraction of a second). 

• The response is biphasic (2 lobes):  Cells increase their CCW bias, ie. they run for about 1s, then, reduce 
it and undershoot below the steady state value, and catch up. In other words, cells run smoothly for 1s 
(≈30µm distance), then tumble for 3s and catch up.  

•     This indicates that cells perceive changes in concentration during this time interval

49
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• Cells compare the response in first 1s (positive 
lobe), and next 3s (negative lobe). 

• The comparison is a consequence of the 
adaptation mechanism 

• Without adaptation, cells have no memory of 
recent past, and cannot read temporal gradient, 
hence cannot do chemotaxis.
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Learning, memory and cell habituation
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Habituation: the reduction of response to 
repetitive stimuli. 

The ciliate Stentor contracts in response to 
mechanical stimulation. This response attenuates 
with repeated stimulation. 
Defensive responses affect feeding, such that organisms 
should only respond defensively if the stimulus is really a 
threat. 

As Stentor cells habituate, they learn and store a 
memory of previous stimulation to adapt their 
behaviour.  

Deepa H Rajan and Wallace F. Marshall. bioRxiv https://doi.org/10.1101/2024.11.05.622147 (2024)

https://doi.org/10.1101/2024.11.05.622147
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Learning, memory and cell habituation

• Learning: Internalisation of the receptor is induced by past stimulations. 
• Memory: the internal pool desensitises cells and forms an internal representation/memory of past experience. 
• Cells can be induced to forget by recycling the receptor at the cell surface. 

Deepa H Rajan and Wallace F. Marshall. Biorxiv https://doi.org/10.1101/2024.11.05.622147 (2024)
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1 stimulus/min

https://doi.org/10.1101/2024.11.05.622147


53
Thomas LECUIT   2024-2025

Scales of memory and learning

• Molecular memory 
• Signalling memory 
• Cellular memory: 

Case study 1: chemotaxis in E. coli 
Case study 2: cell habituation in Stentor  

• Structural memory 
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Structure and Geometry: information  and memory

• Cellular structures and cell geometry guide and constrain mechanochemical 
processes in cells.  

When the production of molecular species is coupled 
to their diffusion, striking spatial–temporal molecular 
patterns can emerge. Reaction–diffusion systems such 
as Turing instabilities21 produce patterns with length 
scales that depend on the details of activator–inhibitor 
interactions22 (BOX 2). Excitable systems manifest charac-
teristic temporal dynamics, in which, for instance, trigger 
wave velocities depend on diffusion and positive feedback 
timescales23. Concentration gradients of molecules where 
the local concentration depends on the production–
degradation rates and on the diffusion/transport  

constants24, define time and length scales of morphogenetic  
fields. The emergent biochemical patterns are read 
and interpreted by cells via cell signalling and direct a 
sequence of downstream cellular decisions. For instance, 
the concentration-dependent activity of morphogens 
transforms a homogeneous field of cells into discrete 
regions of defined length, each with its own morpho-
genetic and differentiation programmes driven by the 
induction of specific changes in gene expression25,26. 
As another example, Turing instabilities control pal-
ate ridges27 and digit number in growing limbs28 in the 
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τ = λ2/D 
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Fig. 1 | Programme versus self-organization in the flow of morphogenetic 
information. a | Length and timescales of morphogenetic information can 
be defined by biochemical (in red on the left) or mechanical (in blue on the 
right) interactions occurring within the given geometry of the tissue (in grey). 
On the left: the constant of effective diffusion (D) of a molecular species (red 
star) from a spatially restricted production zone and its rate of degradation 
(k) define the local concentration and thus the length scale (λ) and timescale 
(τ) of the cellular and tissue level processes driving shape changes. These 
length and timescales can be quantitatively estimated by measuring D and 
k (equations in the yellow quadrant). The graph on the left illustrates the 
spatial decay of the concentration of a molecular species following an 
exponential decay with length scale λ. On the right: the propagation of 
deformation due to an applied stress can define the length scale (λ) and 
timescale (τ) of morphogenetic events in a tissue. Strain propagation 
depends on the elastic modulus (stiffness) E, the viscosity η and the friction 
coefficient γ . The length (λ) and timescales (τ) are defined quantitatively as 
in the yellow quadrant at the bottom left. The graph illustrates how the 
viscosity of a material impacts on the timescale of deformation following an 
applied stress. A fully elastic material has a coefficient of viscosity equal to 0 
and never dissipates the elastic energy due to the applied stresses (that is, 
they can return to their initial configuration when the stress is released) while 

a viscoelastic material dissipates the elastic energy (that is, it cannot return 
to the initial configuration upon stress release) when the stress is applied for 
long enough beyond a certain timescale. The applied stress is indicated by σ 
and the induced strain by ε. Of note, biochemical interactions and cell and 
tissue mechanics can regulate each other. For instance, biochemical 
signalling can regulate the stiffness/viscosity of the actin cortex or may 
activate force-generating molecular motors. Mechanics can regulate local 
protein concentrations by advection or elicit biochemical signalling via 
mechanotransduction. b | Idealized information flows illustrating how 
morphogenesis could be executed as a programme (middle) or emerge in a 
self-organized fashion (right). Biochemistry, mechanics and geometry are the 
key modules of morphogenesis (as illustrated in part a). In programmed 
morphogenesis the information is fully encapsulated in the initial patterning 
(that is, biochemistry) and geometry of the tissue. This determines fully the 
execution of cell and tissue mechanical operations and the final outcome  
of morphogenesis. The strict hierarchy and the unidirectional flow of 
information are represented by single-headed arrows. In the case of self- 
organized morphogenesis biochemistry, mechanics and geometry  
can regulate each other as a result of multiple feedbacks and thus  
the information emerges and is continuously modulated during the 
morphogenetic process.

Strain
A measure of deformation  
of an object with respect to  
a reference length upon 
application of a mechanical 
stress. This is a dimensionless 
parameter
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• Implications: 
• Inheritance of cellular structures (organelles, membranes, centrioles, 

egg shape etc) as a structural and geometric memory.  
• Stable memory, which may be reset by cellular signals. 
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Cytoskeletal structures are dynamic and adaptive, yet manifest stability
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Structural memory

• Turnover on different and tunable timescales. 
• A brief signal may elicit a lasting structural reorganisation.

Harald Herrmann (University of Heidelberg, Germany)
Pollard, T.D., Goldman, R.D. Cold Spring Harbor perspectives in biology 10.7 (2018).

Microtubules (green) : t~few minutes 
Actin filaments (blue): t~ 10-100s. 

Intermediate filaments (red): t >10 min
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The growth of microtubules translates into increased surface
occupancy and increases the probability of their collisions. Conse-
quently, the initially short, disordered microtubules evolve in an
ordered network of long, quasi-aligned microtubule streams (Fig.
1B and C, SI Appendix, Fig. S2, and Movie S1), and so the global
nematic order, a metric of orientation ordering, grows until it sat-
urates, preceding the saturation of microtubule assembly (Fig. 1D
and SI Appendix, Fig. S3). Correlation analysis revealed that these
streams form increasingly stable architecture (Fig. 1E and F and
SI Appendix, Fig. S4) despite being supported by dynamic micro-
tubules that stay motile within the streams, as photobleaching
experiments confirmed (Fig. 1G and Movie S2). The dynamic
instability of microtubules could be seen at the initial stage of the
experiments (SI Appendix, Fig. S5), but as the microtubules grew
and aligned we neither observed behavior that could be undoubt-
edly interpreted as dynamic instability nor could we distinguish
such behavior from the population of microtubule tip velocities
(SI Appendix, Fig. S6). Notably, the concentration of free tubulin
and microtubule seeds in the assay has to exceed a certain thresh-
old for the emergence of such stable orientation order (Fig. 1H);
the microtubule seeds do not self-organize in the absence of free

tubulin (SI Appendix, Fig. S7). The estimation of the average
microtubule length, 25 μm (10 μM seeds, 15 μM free tubulin),
64 μm (1 μM seeds, 15 μM free tubulin), and 88 μm (1 μM
seeds, 20 μM free tubulin), showed trends consistent with micro-
tubule elongation kinetics: Decreasing the concentration of nucle-
ation centers leads to longer microtubules, and increasing the
concentration of tubulin increases the length further. The density
of microtubules, their elongation, and thus the probability of
their collisions, are, therefore, central to the self-organizing behav-
ior we observed.

Next, we studied the ordering of growing actin filaments in
the experimental chamber in the absence of microtubules (Fig.
2A and Movie S3). Actin filaments are not motile in our assay
since they do not interact with kinesin motors. Crowding agent
(methylcellulose) depletes actin filaments from the volume of the
chamber to the glass surface, where a growing network forms
locally nematic order (Fig. 2B), similar to a previous report (19).
As a result, in contrast to motile microtubules, the actin network
alone does not show orientationally ordered architecture at a
larger scale (Fig. 2C and D and SI Appendix, Fig. S8). Impor-
tantly, as the increasing surface occupancy reduces the mobility
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The growth of microtubules translates into increased surface
occupancy and increases the probability of their collisions. Conse-
quently, the initially short, disordered microtubules evolve in an
ordered network of long, quasi-aligned microtubule streams (Fig.
1B and C, SI Appendix, Fig. S2, and Movie S1), and so the global
nematic order, a metric of orientation ordering, grows until it sat-
urates, preceding the saturation of microtubule assembly (Fig. 1D
and SI Appendix, Fig. S3). Correlation analysis revealed that these
streams form increasingly stable architecture (Fig. 1E and F and
SI Appendix, Fig. S4) despite being supported by dynamic micro-
tubules that stay motile within the streams, as photobleaching
experiments confirmed (Fig. 1G and Movie S2). The dynamic
instability of microtubules could be seen at the initial stage of the
experiments (SI Appendix, Fig. S5), but as the microtubules grew
and aligned we neither observed behavior that could be undoubt-
edly interpreted as dynamic instability nor could we distinguish
such behavior from the population of microtubule tip velocities
(SI Appendix, Fig. S6). Notably, the concentration of free tubulin
and microtubule seeds in the assay has to exceed a certain thresh-
old for the emergence of such stable orientation order (Fig. 1H);
the microtubule seeds do not self-organize in the absence of free

tubulin (SI Appendix, Fig. S7). The estimation of the average
microtubule length, 25 μm (10 μM seeds, 15 μM free tubulin),
64 μm (1 μM seeds, 15 μM free tubulin), and 88 μm (1 μM
seeds, 20 μM free tubulin), showed trends consistent with micro-
tubule elongation kinetics: Decreasing the concentration of nucle-
ation centers leads to longer microtubules, and increasing the
concentration of tubulin increases the length further. The density
of microtubules, their elongation, and thus the probability of
their collisions, are, therefore, central to the self-organizing behav-
ior we observed.

Next, we studied the ordering of growing actin filaments in
the experimental chamber in the absence of microtubules (Fig.
2A and Movie S3). Actin filaments are not motile in our assay
since they do not interact with kinesin motors. Crowding agent
(methylcellulose) depletes actin filaments from the volume of the
chamber to the glass surface, where a growing network forms
locally nematic order (Fig. 2B), similar to a previous report (19).
As a result, in contrast to motile microtubules, the actin network
alone does not show orientationally ordered architecture at a
larger scale (Fig. 2C and D and SI Appendix, Fig. S8). Impor-
tantly, as the increasing surface occupancy reduces the mobility
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the motility assay. (E) Time traces of equidistant vertical slices of Pearson correlation coefficient matrix of fluorescence micrographs of dynamic microtubule
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bleaching of microtubule stream (Left; green arrowheads indicate the limits of photobleached area) formed during 30 min of ordering and the corresponding
kymograph (Right; orange lines indicate the photobleached area, green dashed lines indicate the front of receding photobleached areas, and asterisks denote
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repeated at least four times with similar results. Data in H are represented as mean value (solid blue line) ± SD (shaded area) (n = 4 per condition).
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The growth of microtubules translates into increased surface
occupancy and increases the probability of their collisions. Conse-
quently, the initially short, disordered microtubules evolve in an
ordered network of long, quasi-aligned microtubule streams (Fig.
1B and C, SI Appendix, Fig. S2, and Movie S1), and so the global
nematic order, a metric of orientation ordering, grows until it sat-
urates, preceding the saturation of microtubule assembly (Fig. 1D
and SI Appendix, Fig. S3). Correlation analysis revealed that these
streams form increasingly stable architecture (Fig. 1E and F and
SI Appendix, Fig. S4) despite being supported by dynamic micro-
tubules that stay motile within the streams, as photobleaching
experiments confirmed (Fig. 1G and Movie S2). The dynamic
instability of microtubules could be seen at the initial stage of the
experiments (SI Appendix, Fig. S5), but as the microtubules grew
and aligned we neither observed behavior that could be undoubt-
edly interpreted as dynamic instability nor could we distinguish
such behavior from the population of microtubule tip velocities
(SI Appendix, Fig. S6). Notably, the concentration of free tubulin
and microtubule seeds in the assay has to exceed a certain thresh-
old for the emergence of such stable orientation order (Fig. 1H);
the microtubule seeds do not self-organize in the absence of free

tubulin (SI Appendix, Fig. S7). The estimation of the average
microtubule length, 25 μm (10 μM seeds, 15 μM free tubulin),
64 μm (1 μM seeds, 15 μM free tubulin), and 88 μm (1 μM
seeds, 20 μM free tubulin), showed trends consistent with micro-
tubule elongation kinetics: Decreasing the concentration of nucle-
ation centers leads to longer microtubules, and increasing the
concentration of tubulin increases the length further. The density
of microtubules, their elongation, and thus the probability of
their collisions, are, therefore, central to the self-organizing behav-
ior we observed.

Next, we studied the ordering of growing actin filaments in
the experimental chamber in the absence of microtubules (Fig.
2A and Movie S3). Actin filaments are not motile in our assay
since they do not interact with kinesin motors. Crowding agent
(methylcellulose) depletes actin filaments from the volume of the
chamber to the glass surface, where a growing network forms
locally nematic order (Fig. 2B), similar to a previous report (19).
As a result, in contrast to motile microtubules, the actin network
alone does not show orientationally ordered architecture at a
larger scale (Fig. 2C and D and SI Appendix, Fig. S8). Impor-
tantly, as the increasing surface occupancy reduces the mobility
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the time of photobleaching). (H) Time traces of the global order for various initial concentrations of microtubule seeds and free tubulin. All experiments were
repeated at least four times with similar results. Data in H are represented as mean value (solid blue line) ± SD (shaded area) (n = 4 per condition).

2 of 7 https://doi.org/10.1073/pnas.2209522119 pnas.orgof the filaments their organization remains structurally stable, as
the correlation analysis showed (Fig. 2E). A photobleaching
experiment further confirmed that there is no substantial turn-
over of actin within the observation timeframe (SI Appendix,
Fig. S9). Varying the concentration of actin monomers within
the range used in this study did not affect this emerging organi-
zation significantly (Fig. 2F).
After demonstrating that motile dynamic microtubules form

self-renewing ordered architecture while growing actin forms a
stable network, we merged these polymers in a composite sys-
tem (Fig. 3A) and studied how the interactions between them
influence the ordering behavior. Our central observation is that
they do interact with each other. When microtubules encoun-
tered actin filaments, they occasionally caught the filaments
and moved them temporarily, effectively organizing the actin
network (Fig. 3B and Movie S4). More often, though, microtu-
bules and actin filaments interacted cohesively. In such a case,
denser regions of the actin network steered the microtubule tra-
jectory, effectively guiding gliding microtubules (Fig. 3C and
Movie S5). These mutual interactions combine and constitute
a feedback loop where microtubules organize actin filaments
that in turn guide microtubules (Fig. 3D). Within a few
minutes after starting the experiment, this feedback in the
dynamic composite system gave rise to an alignment between
microtubules and actin filaments, which are forming overlap-
ping streams and bundles, respectively (Fig. 3E and Movie S6).
The reaching of this steady order preceded the saturation of the
assembly of both cytoskeletal components (Fig. 3F). The upper
limit of actin reorganization estimated from the lag between the
actin ordering and the polymerization curve is reaching 50% of
the final mass of the polymerized actin. In the composite, the
estimated average microtubule length rose from 88 μm to
194 μm, providing a solid indication that actin filaments stabilized
the microtubules. By comparing the structural stability of the
composite with that of microtubules alone, we concluded that
actin also stabilizes the emerging order (compare SI Appendix,

Figs. S3, S4, S8, and S10). An unexpected manifestation of this
behavior is that we could consistently observe the ordering of
microtubules at a density that would not support ordering in the
absence of an actin network (Fig. 3G and SI Appendix, Fig. S3).

To further investigate this unexpected emerging property of
the composite, we tested how it would respond to the removal
of one of its components. When we depolymerized microtu-
bules either by adding CaCl2 or decreasing the temperature
below 12 °C, the actin network retained its ordering thanks to
its cohesion and low turnover (Fig. 4A and Movie S7). Strik-
ingly, when we, instead of microtubules, disassembled actin fil-
aments using gelsolin, an actin-severing protein, we observed
microtubule dispersion (Fig. 4B and Movie S8). These observa-
tions highlight the role of the actin network in maintaining the
order of microtubules over time.

Importantly, these data suggest that actin acts as long-term
structural memory for the microtubule network. We tested this
hypothesis by reassembling microtubules after their depolymeriza-
tion. First, we let microtubules self-organize into streams in the
absence of actin. After temperature-dependent depolymerization,
we repolymerized the microtubules by increasing the temperature
in the chamber. We observed that microtubules self-organized in
streams again, but, importantly, the orientation of the streams
was random and different from the initial orientation before the
temperature shift (Fig. 4C and Movie S9). However, when we
repeated this cycle in the presence of actin filaments, we witnessed
a striking behavior: The newly polymerized microtubule network
recovered the ordering and orientation it had before disassembly
(Fig. 4D and Movie S10). Therefore, microtubules could sense
the order that was conserved in the organization of the actin net-
work, which does not undergo substantial remodeling even on
the local scale (SI Appendix, Fig. S11). Actin filaments in our
composite thus form a structural memory that acts as a template
to sustain microtubule organization (Fig. 4E) (20, 21).

To test whether microtubules could also sense the order
implied on the actin by an external factor, we organized
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of the filaments their organization remains structurally stable, as
the correlation analysis showed (Fig. 2E). A photobleaching
experiment further confirmed that there is no substantial turn-
over of actin within the observation timeframe (SI Appendix,
Fig. S9). Varying the concentration of actin monomers within
the range used in this study did not affect this emerging organi-
zation significantly (Fig. 2F).
After demonstrating that motile dynamic microtubules form

self-renewing ordered architecture while growing actin forms a
stable network, we merged these polymers in a composite sys-
tem (Fig. 3A) and studied how the interactions between them
influence the ordering behavior. Our central observation is that
they do interact with each other. When microtubules encoun-
tered actin filaments, they occasionally caught the filaments
and moved them temporarily, effectively organizing the actin
network (Fig. 3B and Movie S4). More often, though, microtu-
bules and actin filaments interacted cohesively. In such a case,
denser regions of the actin network steered the microtubule tra-
jectory, effectively guiding gliding microtubules (Fig. 3C and
Movie S5). These mutual interactions combine and constitute
a feedback loop where microtubules organize actin filaments
that in turn guide microtubules (Fig. 3D). Within a few
minutes after starting the experiment, this feedback in the
dynamic composite system gave rise to an alignment between
microtubules and actin filaments, which are forming overlap-
ping streams and bundles, respectively (Fig. 3E and Movie S6).
The reaching of this steady order preceded the saturation of the
assembly of both cytoskeletal components (Fig. 3F). The upper
limit of actin reorganization estimated from the lag between the
actin ordering and the polymerization curve is reaching 50% of
the final mass of the polymerized actin. In the composite, the
estimated average microtubule length rose from 88 μm to
194 μm, providing a solid indication that actin filaments stabilized
the microtubules. By comparing the structural stability of the
composite with that of microtubules alone, we concluded that
actin also stabilizes the emerging order (compare SI Appendix,

Figs. S3, S4, S8, and S10). An unexpected manifestation of this
behavior is that we could consistently observe the ordering of
microtubules at a density that would not support ordering in the
absence of an actin network (Fig. 3G and SI Appendix, Fig. S3).

To further investigate this unexpected emerging property of
the composite, we tested how it would respond to the removal
of one of its components. When we depolymerized microtu-
bules either by adding CaCl2 or decreasing the temperature
below 12 °C, the actin network retained its ordering thanks to
its cohesion and low turnover (Fig. 4A and Movie S7). Strik-
ingly, when we, instead of microtubules, disassembled actin fil-
aments using gelsolin, an actin-severing protein, we observed
microtubule dispersion (Fig. 4B and Movie S8). These observa-
tions highlight the role of the actin network in maintaining the
order of microtubules over time.

Importantly, these data suggest that actin acts as long-term
structural memory for the microtubule network. We tested this
hypothesis by reassembling microtubules after their depolymeriza-
tion. First, we let microtubules self-organize into streams in the
absence of actin. After temperature-dependent depolymerization,
we repolymerized the microtubules by increasing the temperature
in the chamber. We observed that microtubules self-organized in
streams again, but, importantly, the orientation of the streams
was random and different from the initial orientation before the
temperature shift (Fig. 4C and Movie S9). However, when we
repeated this cycle in the presence of actin filaments, we witnessed
a striking behavior: The newly polymerized microtubule network
recovered the ordering and orientation it had before disassembly
(Fig. 4D and Movie S10). Therefore, microtubules could sense
the order that was conserved in the organization of the actin net-
work, which does not undergo substantial remodeling even on
the local scale (SI Appendix, Fig. S11). Actin filaments in our
composite thus form a structural memory that acts as a template
to sustain microtubule organization (Fig. 4E) (20, 21).

To test whether microtubules could also sense the order
implied on the actin by an external factor, we organized
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of the filaments their organization remains structurally stable, as
the correlation analysis showed (Fig. 2E). A photobleaching
experiment further confirmed that there is no substantial turn-
over of actin within the observation timeframe (SI Appendix,
Fig. S9). Varying the concentration of actin monomers within
the range used in this study did not affect this emerging organi-
zation significantly (Fig. 2F).
After demonstrating that motile dynamic microtubules form

self-renewing ordered architecture while growing actin forms a
stable network, we merged these polymers in a composite sys-
tem (Fig. 3A) and studied how the interactions between them
influence the ordering behavior. Our central observation is that
they do interact with each other. When microtubules encoun-
tered actin filaments, they occasionally caught the filaments
and moved them temporarily, effectively organizing the actin
network (Fig. 3B and Movie S4). More often, though, microtu-
bules and actin filaments interacted cohesively. In such a case,
denser regions of the actin network steered the microtubule tra-
jectory, effectively guiding gliding microtubules (Fig. 3C and
Movie S5). These mutual interactions combine and constitute
a feedback loop where microtubules organize actin filaments
that in turn guide microtubules (Fig. 3D). Within a few
minutes after starting the experiment, this feedback in the
dynamic composite system gave rise to an alignment between
microtubules and actin filaments, which are forming overlap-
ping streams and bundles, respectively (Fig. 3E and Movie S6).
The reaching of this steady order preceded the saturation of the
assembly of both cytoskeletal components (Fig. 3F). The upper
limit of actin reorganization estimated from the lag between the
actin ordering and the polymerization curve is reaching 50% of
the final mass of the polymerized actin. In the composite, the
estimated average microtubule length rose from 88 μm to
194 μm, providing a solid indication that actin filaments stabilized
the microtubules. By comparing the structural stability of the
composite with that of microtubules alone, we concluded that
actin also stabilizes the emerging order (compare SI Appendix,

Figs. S3, S4, S8, and S10). An unexpected manifestation of this
behavior is that we could consistently observe the ordering of
microtubules at a density that would not support ordering in the
absence of an actin network (Fig. 3G and SI Appendix, Fig. S3).

To further investigate this unexpected emerging property of
the composite, we tested how it would respond to the removal
of one of its components. When we depolymerized microtu-
bules either by adding CaCl2 or decreasing the temperature
below 12 °C, the actin network retained its ordering thanks to
its cohesion and low turnover (Fig. 4A and Movie S7). Strik-
ingly, when we, instead of microtubules, disassembled actin fil-
aments using gelsolin, an actin-severing protein, we observed
microtubule dispersion (Fig. 4B and Movie S8). These observa-
tions highlight the role of the actin network in maintaining the
order of microtubules over time.

Importantly, these data suggest that actin acts as long-term
structural memory for the microtubule network. We tested this
hypothesis by reassembling microtubules after their depolymeriza-
tion. First, we let microtubules self-organize into streams in the
absence of actin. After temperature-dependent depolymerization,
we repolymerized the microtubules by increasing the temperature
in the chamber. We observed that microtubules self-organized in
streams again, but, importantly, the orientation of the streams
was random and different from the initial orientation before the
temperature shift (Fig. 4C and Movie S9). However, when we
repeated this cycle in the presence of actin filaments, we witnessed
a striking behavior: The newly polymerized microtubule network
recovered the ordering and orientation it had before disassembly
(Fig. 4D and Movie S10). Therefore, microtubules could sense
the order that was conserved in the organization of the actin net-
work, which does not undergo substantial remodeling even on
the local scale (SI Appendix, Fig. S11). Actin filaments in our
composite thus form a structural memory that acts as a template
to sustain microtubule organization (Fig. 4E) (20, 21).

To test whether microtubules could also sense the order
implied on the actin by an external factor, we organized
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phalloidin-stabilized actin filaments in semiparallel bundles using
hydrodynamic preordering (SI Appendix, Fig. S12), which resulted
in a stable order (SI Appendix, Fig. S13). Microtubules were
guided by this organization and aligned with actin filaments (SI
Appendix, Fig. S12), similarly to previous experiments. Neverthe-
less, we note that the feedback loop between actin guidance and
microtubule organization (Fig. 3D) has limits, documented by the
inability of microtubules to align with or reorganize stabilized and
randomly preordered actin mesh (SI Appendix, Fig. S12). The
coassembly and mutual self-organization of actin filaments and
microtubules in our composite overcome this limitation.

Discussion

The ability of the polymerized and ordered actin network to
impose its order on microtubules reflects its structural stability.
The stability stems from the low intrinsic actin turnover (22)
and entropic cohesion due to the presence of methylcellulose, a
crowding agent (23–25), which practically limits the possibility
of network remodeling. This is in sharp contrast with the initial
phase of the composite self-assembly when the ordering and
alignment of biopolymers occur. At this stage of lower surface
polymer density, growing and gliding microtubules organize
actin filaments into a steady conformation that will, in turn,
guide microtubules. This feedback loop, together with the con-
tinuation of the polymerization, reinforces the spatial ordering
of the composite, highlighting the importance of the self-
assembling nature of the composite for its emerging properties.

Notably, the order that is supported by the actin memory in
our system is reversible as it can be annihilated by chemical sig-
naling in the presence of regulatory proteins. Fine-tuning of
the actin or microtubule turnover, which is intrinsic to biologi-
cal systems, might thus constitute a means of precise tuning of
the emergent order.

The observed low turnover of actin filaments corresponds to
the expected koff of actin filaments at their pointed ends of
approximately 0.27 s!1 under the conditions of our study (26).
The indication that actin filaments stabilized the microtubules is
consistent with a previous report (27). This additional emerging
property of our composite may contribute to the reinforcement
of the order in our system. Even though the protein turnover is
low in our system, the use of nonstabilized self-assembling cyto-
skeletal polymers is instrumental to the observed behavior. First,
it is a prerequisite for reversible microtubule destruction and the
demonstration of the memory effect. Second, the growth of
microtubules increases the probability of microtubule collisions
and subsequent alignment. At initial lengths and densities, the
microtubules do not self-organize, which is consistent with previ-
ously published results (17). On the side of actin, the assembly is
essential to the alignment with microtubules since only less than
50% of actin filaments are subject to reorganization by microtu-
bules. Experiments with stabilized actin structures confirmed
that microtubules were not able to reorganize stabilized actin
efficiently. Microtubules were able to align with stabilized actin
filaments that had semiparallel order. However, microtubules
could not efficiently read the disordered random actin structure,
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phalloidin-stabilized actin filaments in semiparallel bundles using
hydrodynamic preordering (SI Appendix, Fig. S12), which resulted
in a stable order (SI Appendix, Fig. S13). Microtubules were
guided by this organization and aligned with actin filaments (SI
Appendix, Fig. S12), similarly to previous experiments. Neverthe-
less, we note that the feedback loop between actin guidance and
microtubule organization (Fig. 3D) has limits, documented by the
inability of microtubules to align with or reorganize stabilized and
randomly preordered actin mesh (SI Appendix, Fig. S12). The
coassembly and mutual self-organization of actin filaments and
microtubules in our composite overcome this limitation.

Discussion

The ability of the polymerized and ordered actin network to
impose its order on microtubules reflects its structural stability.
The stability stems from the low intrinsic actin turnover (22)
and entropic cohesion due to the presence of methylcellulose, a
crowding agent (23–25), which practically limits the possibility
of network remodeling. This is in sharp contrast with the initial
phase of the composite self-assembly when the ordering and
alignment of biopolymers occur. At this stage of lower surface
polymer density, growing and gliding microtubules organize
actin filaments into a steady conformation that will, in turn,
guide microtubules. This feedback loop, together with the con-
tinuation of the polymerization, reinforces the spatial ordering
of the composite, highlighting the importance of the self-
assembling nature of the composite for its emerging properties.

Notably, the order that is supported by the actin memory in
our system is reversible as it can be annihilated by chemical sig-
naling in the presence of regulatory proteins. Fine-tuning of
the actin or microtubule turnover, which is intrinsic to biologi-
cal systems, might thus constitute a means of precise tuning of
the emergent order.

The observed low turnover of actin filaments corresponds to
the expected koff of actin filaments at their pointed ends of
approximately 0.27 s!1 under the conditions of our study (26).
The indication that actin filaments stabilized the microtubules is
consistent with a previous report (27). This additional emerging
property of our composite may contribute to the reinforcement
of the order in our system. Even though the protein turnover is
low in our system, the use of nonstabilized self-assembling cyto-
skeletal polymers is instrumental to the observed behavior. First,
it is a prerequisite for reversible microtubule destruction and the
demonstration of the memory effect. Second, the growth of
microtubules increases the probability of microtubule collisions
and subsequent alignment. At initial lengths and densities, the
microtubules do not self-organize, which is consistent with previ-
ously published results (17). On the side of actin, the assembly is
essential to the alignment with microtubules since only less than
50% of actin filaments are subject to reorganization by microtu-
bules. Experiments with stabilized actin structures confirmed
that microtubules were not able to reorganize stabilized actin
efficiently. Microtubules were able to align with stabilized actin
filaments that had semiparallel order. However, microtubules
could not efficiently read the disordered random actin structure,
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sentation of the system. (B) Color-coded maximum fluorescence intensity projections of gliding microtubule (Top) pushing actin filaments (Bottom), effec-
tively organizing them. (C) Gliding microtubule steered and guided by actin filaments. Image representation as in B. (D) Schematic representation of the
interactions forming a feedback loop between actin and microtubules. (E) Multichannel fluorescence micrographs of self-assembling and self-organizing
actin-microtubule composite. Individual fluorescence channels are displayed as intensity inverted images. The overlay image is noninverted for clarity.
(F) Time traces of the global order, S, and fluorescence intensity, I, of microtubules (Top) and actin filaments (Center), and their mutual alignment, Sc, (Bottom)
in the composite system. (G) Time traces of the global order of microtubules (Left) and the corresponding steady-state order (Right) for three indicated initial
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likely due to the mismatch between the persistence length of
microtubules and the waviness of the actin network, which pre-
vented efficient guidance. We note that stabilized actin filaments
always created a clear bundled structure, a feature related to the
prepolymerization at high actin concentrations before dilution in
the imaging buffer. This is in sharp contrast with actin filaments
polymerized in situ (Fig. 2), which maximize their surface occu-
pancy similarly to dense nonmotile microtubules in the presence
of a crowding agent (28, 29). It is possible that this bundled
structure further prevented the reorganization by microtubules.
In a cell, the timescales of cytoskeletal remodeling, and many

other cytoskeleton-related phenomena, may not quantitatively
match the in vitro observations. We may expect that the physical
guidance of the templated growth in cells would be more com-
plex than in our observations, where the cohesion is nonspecific
due to the action of the depletant. The landscape of interactions
would not be limited to entropic forces in a cellular context. It
would include specific cross-linkers of both passive and active
character and a plethora of regulatory factors. Despite these dif-
ferences and a possible quantitative mismatch of the dynamics,
our system manifests several basic principles of templating and
remodeling and emerging structural memory of the cytoskeleton
that has been described during cellular self-organization of the
cytoskeleton. First, cytoskeletal filaments can support self-
templated growth, for example during filament-guided filament
assembly of the actin network in Caenorhabditis elegans embryos
(21). Second, one cytoskeletal network can serve as a template for
the growth of another network, such as during microtubule guid-
ance alongside actin bundles in growing neuronal tips (30, 31),
or along intermediate filaments (20). Although these two mecha-
nisms likely combine, the latter can support a higher diversity of
outcomes due to the combination of two populations of filaments
with different lifetimes, specificity for regulatory factors, and
mechanical properties. The system we present here combines
both types of structural templating observed in living matter but
reserves the long-term memory for actin filaments, emphasizing
its composite character.

Introducing dissipative self-assembly of the constituting fila-
ments to an active cytoskeletal composite is, therefore, critical
for the emergence of adaptive architecture with concurrent
plasticity and stability. While this feature is highly relevant for
biological questions, it may also serve as a basis for developing
diverse artificial systems, including life-like materials (32, 33)
and synthetic cells (34, 35).

Materials and Methods

Protein Production and Purification. Actin and tubulin were purified and
labeled as described previously (36). Briefly, bovine brain tubulin was isolated in
temperature-dependent cycles of polymerization and depolymerization (37) and
purified from associated proteins (microtubule-associated proteins) by cation
exchange chromatography. Soluble tubulin was stored in the BRB80 buffer
(80 mM Pipes, pH 6.8, 1 mM EGTA, and 1 mMMgCl2) in liquid nitrogen. Rabbit
skeletal muscle actin was purified from acetone powder (38). The actin was gel-
filtered and stored in G-buffer (2 mM Tris!HCl, pH 8.0, 0.2 mM ATP, 0.5 mM
dithiothreitol [DTT], 0.1 mM CaCl2, and 0.01% sodium azide) at 4 °C. Parts of
the tubulin and actin were labeled with Atto 488 and Alexa 568 fluorophores
(Molecular Probes), respectively, by NHS ester coupling (39) and stored as the
unlabeled proteins. All experiments were carried out with 20% labeled tubulin
and 5% labeled actin. Microtubule seeds were polymerized in the presence of
GMPCPP. Recombinant, truncated kinesin-1-GFP (green fluorescent protein)
motor and gelsolin were expressed in Escherichia coli cells and purified similarly
to previously reported methods (40, 41) and stored at"80 °C.

In Vitro Assay. The in vitro gliding assay was performed in a flow chamber of
approximately 15 μL, which was assembled from NaOH-cleaned glass coverslips
using double-sided tape as a spacer. The channel’s surface was functionalized
by GFP polyclonal antibodies (Invitrogen, A-11122) by filling the channel with
100 μg!mL"1 antibodies in HKEM buffer (10 mM Hepes, pH 7.2, 5 mM MgCl2,
1 mM EGTA, and 50 mM KCl) for 3 min. The remaining available surface was
then passivated by introducing 1% wt/vol bovine serum albumin (BSA) in HKEM
buffer for 5 min. Next, kinesin-1-GFP motors (60 μg!mL"1 in wash buffer:
10 mM Hepes, pH 7.2, 16 mM Pipes buffer, pH 6.8, 50 mM KCl, 5 mM MgCl2,
1 mM EGTA, 20 mM DTT, 3 mg!mL"1 glucose, 20 μg!mL"1 catalase,
100 μg!mL"1 glucose oxidase, and 0.3% wt/vol BSA) were specifically attached
to the antibodies during 3 min of incubation. The channel was then perfused
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• Depolymerisation of MTs following co-assembly does 
not perturb F-actin organisation. 

• However, actin disassembly causes MTs network to 
loose nematic order.

likely due to the mismatch between the persistence length of
microtubules and the waviness of the actin network, which pre-
vented efficient guidance. We note that stabilized actin filaments
always created a clear bundled structure, a feature related to the
prepolymerization at high actin concentrations before dilution in
the imaging buffer. This is in sharp contrast with actin filaments
polymerized in situ (Fig. 2), which maximize their surface occu-
pancy similarly to dense nonmotile microtubules in the presence
of a crowding agent (28, 29). It is possible that this bundled
structure further prevented the reorganization by microtubules.
In a cell, the timescales of cytoskeletal remodeling, and many

other cytoskeleton-related phenomena, may not quantitatively
match the in vitro observations. We may expect that the physical
guidance of the templated growth in cells would be more com-
plex than in our observations, where the cohesion is nonspecific
due to the action of the depletant. The landscape of interactions
would not be limited to entropic forces in a cellular context. It
would include specific cross-linkers of both passive and active
character and a plethora of regulatory factors. Despite these dif-
ferences and a possible quantitative mismatch of the dynamics,
our system manifests several basic principles of templating and
remodeling and emerging structural memory of the cytoskeleton
that has been described during cellular self-organization of the
cytoskeleton. First, cytoskeletal filaments can support self-
templated growth, for example during filament-guided filament
assembly of the actin network in Caenorhabditis elegans embryos
(21). Second, one cytoskeletal network can serve as a template for
the growth of another network, such as during microtubule guid-
ance alongside actin bundles in growing neuronal tips (30, 31),
or along intermediate filaments (20). Although these two mecha-
nisms likely combine, the latter can support a higher diversity of
outcomes due to the combination of two populations of filaments
with different lifetimes, specificity for regulatory factors, and
mechanical properties. The system we present here combines
both types of structural templating observed in living matter but
reserves the long-term memory for actin filaments, emphasizing
its composite character.

Introducing dissipative self-assembly of the constituting fila-
ments to an active cytoskeletal composite is, therefore, critical
for the emergence of adaptive architecture with concurrent
plasticity and stability. While this feature is highly relevant for
biological questions, it may also serve as a basis for developing
diverse artificial systems, including life-like materials (32, 33)
and synthetic cells (34, 35).

Materials and Methods

Protein Production and Purification. Actin and tubulin were purified and
labeled as described previously (36). Briefly, bovine brain tubulin was isolated in
temperature-dependent cycles of polymerization and depolymerization (37) and
purified from associated proteins (microtubule-associated proteins) by cation
exchange chromatography. Soluble tubulin was stored in the BRB80 buffer
(80 mM Pipes, pH 6.8, 1 mM EGTA, and 1 mMMgCl2) in liquid nitrogen. Rabbit
skeletal muscle actin was purified from acetone powder (38). The actin was gel-
filtered and stored in G-buffer (2 mM Tris!HCl, pH 8.0, 0.2 mM ATP, 0.5 mM
dithiothreitol [DTT], 0.1 mM CaCl2, and 0.01% sodium azide) at 4 °C. Parts of
the tubulin and actin were labeled with Atto 488 and Alexa 568 fluorophores
(Molecular Probes), respectively, by NHS ester coupling (39) and stored as the
unlabeled proteins. All experiments were carried out with 20% labeled tubulin
and 5% labeled actin. Microtubule seeds were polymerized in the presence of
GMPCPP. Recombinant, truncated kinesin-1-GFP (green fluorescent protein)
motor and gelsolin were expressed in Escherichia coli cells and purified similarly
to previously reported methods (40, 41) and stored at"80 °C.

In Vitro Assay. The in vitro gliding assay was performed in a flow chamber of
approximately 15 μL, which was assembled from NaOH-cleaned glass coverslips
using double-sided tape as a spacer. The channel’s surface was functionalized
by GFP polyclonal antibodies (Invitrogen, A-11122) by filling the channel with
100 μg!mL"1 antibodies in HKEM buffer (10 mM Hepes, pH 7.2, 5 mM MgCl2,
1 mM EGTA, and 50 mM KCl) for 3 min. The remaining available surface was
then passivated by introducing 1% wt/vol bovine serum albumin (BSA) in HKEM
buffer for 5 min. Next, kinesin-1-GFP motors (60 μg!mL"1 in wash buffer:
10 mM Hepes, pH 7.2, 16 mM Pipes buffer, pH 6.8, 50 mM KCl, 5 mM MgCl2,
1 mM EGTA, 20 mM DTT, 3 mg!mL"1 glucose, 20 μg!mL"1 catalase,
100 μg!mL"1 glucose oxidase, and 0.3% wt/vol BSA) were specifically attached
to the antibodies during 3 min of incubation. The channel was then perfused
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Fig. 4. Response of the cytoskeletal composite to chemical and physical perturbations reveal the structural memory of the system. (A) Color-coded orienta-
tion analysis of microtubules (Top) and actin filaments (Center) before (Left) and after (Right) the addition of CaCl2. Corresponding time trace of the global
actin order (Bottom). (B) Orientation color-coded maximum fluorescence intensity projection (200 s) of microtubules (Top) and orientation color-coded micro-
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ond cycle) from the dominant direction before depolymerization (first cycle) in the absence and presence of F-actin memory as in examples shown in C and
D, respectively.

PNAS 2022 Vol. 119 No. 31 e2209522119 https://doi.org/10.1073/pnas.2209522119 5 of 7

• Sequential re-assembly of MTs after depolymerisation. 
• In absence of actin, re-assemby is in new direction. 
• In presence of actin, re-assembly follows the orientation 

of actin network. 

Stable actin filaments impart structural memory for microtubule growth
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relevant to microtubule organization and cell polarization during
migration. First, we wounded RPE monolayers and analyzed the
healing process in absence and presence of VIF or microtubule
perturbation. Consistent with previous data (Eckes et al., 1998,
2000; Gilles et al., 1999), the wound closure rates were reduced
with vimentin knockdown (Figures 6A–6C; Movie S12). Analysis
of migration speed and directionality over time and as a function
of cell distance to the wound edge (Zaritsky et al., 2012) indi-
cated that with vimentin knockdown, the establishment ofmigra-
tion directionality after scratching is delayed compared to con-

trol experiments (Figure 6B). Moreover, the propagation of
speed increase after scratching to cells more distal to the wound
edge is impaired. This suggests that the reduced healing rate
with less vimentin is caused by slower establishment of cell po-
larization after wounding. Indeed, when we analyzed single RPE
cell migration, cells harboring a scrambled shRNA versus cells
harboring shRNA against vimentin had the same migrating
speed, but cells with VIFs exhibited higher directionality (Figures
S8C and S8D), confirming VIF knockdown primarily causes a
defect in cell polarity. Based on our analysis of VIF-microtubule

Figure 5. VIF Network Templates Microtubule Network
(A) Experimental procedure to establish a causal link between VIF expression and guidance of microtubule growth.

(B and C) hTERT-RPE-1 mEmerald-vimentin/mTagRFPt-a-tubulin cells at the wound edge without (B) and with (C) knockdown of vimentin were incubated with

nocodazole for 3 min and then washed out while being imaged. Top and bottom: representative images of mEmerald-vimentin and mTagRFPt-a-tubulin at

different time points, as indicated (Movies S10 and S11). Scale bar, 10 mm.

(D) Top: microtubule self-similarity map before nocodazole incubation (0 min) and 10 min after nocodazole wash-out for control RPE cells. Middle: microtubule

self-similarity map before nocodazole incubation (0 min) and 10 min after nocodazole wash-out for RPE cells with vimentin knockdown. Bottom: boxplot for the

mean microtubule self-similarity scores of control and vimentin-knockdown cells (n = 5 experiments performed on multiple days). Comparison of score distri-

butions by Wilcoxon rank-sum test.
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Figure 6. VIFs Stabilize Microtubule Network Organization and Enhance Cell Polarity in Directed Cell Migration
(A) Wound healing response over 200 min in control, vimentin-knockdown, and nocodazole-treated RPE cells as indicated (Movie S12). Scale bar, 200 mm.

(B) Kymographs (distance from cell edge versus time) of migration speed and directionality.

(C) ANOVA of healing rates (n = 3 experiments performed on multiple days).

(D) Microtubule and VIF organization in control and vimentin-knockdown RPE cells at the wound edge. Scale bar, 10 mm.

(legend continued on next page)
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intermediate filaments from the keratin sub-family of IFs, but not
VIFs. How increased expression of VIFs may contribute to
enhanced directed cell migration has remained largely elusive.
To convey directionality to migration, the cell polarity needs to

be persistent; on the other hand, the cell polarity needs to be
adaptive to extracellular and intracellular cues that redirect
migration. Microtubules grow and shrink in cycles that yield a
turnover rate of 3–5 min (Shelden and Wadsworth, 1993) at the

population level. Conceptually, this dynamic instability offers a
powerful mechanism to translate long-range directional cues
on a timescale of several minutes, whereas the actin machinery
turns over on a faster timescale (!30–120 s), which is necessary
to implement an efficient protrusion-adhesion-contraction cycle.
VIF turnover is significantly slower than that of microtubules
(>10 min) (Yoon et al., 1998), however, VIF assembly depends
on microtubules (Chang and Goldman, 2004). Precursors of

Figure 1. Quantitative Live-Cell Imaging and Analysis of Vimentin and Microtubule Interactions
(A) Left: schematic of cytoskeleton organization in a polarized, migrating cell. Propulsion of the cell front is driven by polymerization of a dense network of actin

filament. Net traction of the cell body is enabled by a front-rear gradient in adhesion and contraction of cortex and actomyosin bundles aligned with the axis of

migration. The vectorial asymmetry of the actomyosin and adhesion machineries depends on spatiotemporal orchestration of many signaling cues, which are

organized to a large extent by a dynamic microtubule network, partly in response to extracellular guidance cues. Right: hierarchy of events leading to cell po-

larization and directed migration. The vimentin (VIF) network, which constitutes the third cytoskeleton component in mesenchymal cell migration, assembles

along microtubules. Hence, VIFs establish a structure copy of the microtubule network with 4- to 5-fold slower turnover (>10 min for VIFs, 3–5 min for micro-

tubules).

(B) Genome-edited RPE cells expressing mEmerald-vimentin and mTagRFPt-a-tubulin under the control of the endogenous promotor during wound healing

response. Scale bar, 50 mm.

(C) Zoom of the VIF and MT networks in a cell at the wound edge. Scale bar, 10 mm.

(D–J) Image analysis pipeline for cytoskeleton network reconstruction. (D) Raw image of mTagRFPt-a-tubulin. Scale bar, 10 mm. (E) Output of steerable filtering

applied to (D). (F) Non-maximum suppression of filter response in (E). (G) Raw image overlaid by non-maximum suppression output color-coded by the local

filament orientation (the orientation vertical to the wound sets the zero degree direction). (H) Zoomed view of boxed area in (G). Black arrows indicate gaps

between segments that belong to the same filament. (I) Reconstructed filaments after graph matching to bridge gaps (white arrows). (J) Reconstructed VIFs

(green) and microtubule filaments (red).
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Intermediate filaments template MT growth and drive persistent cell polarity during motility
• Rests on lower turnover rate of intermediate filaments which forms a stable template
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• Actin filament lifetimes are very short (<10 s) during cytokinesis in C. elegans 
• Formin-assembled Actin filaments use existing filaments to orient their growth. 
• Filament-guided filament assembly increases the effective lifetime of filament 

orientation and thereby encodes structural memory of filament orientation. 
• Structural memory allows compressive flows to build highly aligned filament 
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Figure 1. Accumulation and alignment of equatorial actin filaments during cytokinesis
(A) Surface views of cortical myosin II (NMY-2::mKate2, top panels) and F-actin (UTR::GFP, bottom panels) obtained by near-TIRF imaging at the indicated time

points, measured relative to an estimate of anaphase onset (see text for details). Anterior is to the left in this and all subsequent figures. Scale bars, 5 mm. See also

Video S1.

(B) Measurements of equatorial width (black), mean intensities of F-actin (light gray) andmyosin II (dark gray) over time during cytokinesis. Color overlays indicate

the three phases of cytokinesis: phase I (green), phase II (red), and phase III (blue). Error bars indicate SEM (n = 5 embryos). Top schematic indicates the regions

used for measurements of probe densities (box), and equatorial width (double headed black arrow).

(C) Kymographs showing axial (left) and equatorial (rotational) (right) cortical flows for the embryo in (A). Top schematic: regions used to make axial and equatorial

kymographs. Color overlaysmark the three phases of cytokinesis. Yellow arrows are provided as a guide to indicate the general direction and speed of flow. Scale

bars, 2 mm.
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kymographs. Color overlaysmark the three phases of cytokinesis. Yellow arrows are provided as a guide to indicate the general direction and speed of flow. Scale

bars, 2 mm.

(legend continued on next page)
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Figure 1. Accumulation and alignment of equatorial actin filaments during cytokinesis
(A) Surface views of cortical myosin II (NMY-2::mKate2, top panels) and F-actin (UTR::GFP, bottom panels) obtained by near-TIRF imaging at the indicated time

points, measured relative to an estimate of anaphase onset (see text for details). Anterior is to the left in this and all subsequent figures. Scale bars, 5 mm. See also

Video S1.

(B) Measurements of equatorial width (black), mean intensities of F-actin (light gray) andmyosin II (dark gray) over time during cytokinesis. Color overlays indicate

the three phases of cytokinesis: phase I (green), phase II (red), and phase III (blue). Error bars indicate SEM (n = 5 embryos). Top schematic indicates the regions

used for measurements of probe densities (box), and equatorial width (double headed black arrow).

(C) Kymographs showing axial (left) and equatorial (rotational) (right) cortical flows for the embryo in (A). Top schematic: regions used to make axial and equatorial

kymographs. Color overlaysmark the three phases of cytokinesis. Yellow arrows are provided as a guide to indicate the general direction and speed of flow. Scale

bars, 2 mm.

(legend continued on next page)
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Structural memory in actin filament network assembly: cytokinesis



61

Conclusions and Perspectives

Thomas LECUIT   2024-2025

Evolved learnability in biological systems? Why?

• Arriving at correct end point because initial conditions constrain and guide evolution 
• In self-organised system there is no clear initial cue that constrains so reproducibility lies in 

properties of self-organised dynamics. Such properties are encoded in the system. 
• Alternatively, such directionality may be learned in the life time of a biological system. 
• Prescription (received information at onset), versus Learning.  

Learnability is a key property of biological matter across scales. 
Evolution produced learnable materials (chemical, mechanical and geometrical learnability). 

• Cells have evolved to learn and store chemical, structural information as memory. 
• The time scale can be tuned (enhanced or reduced) and convey adaptive responses  
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