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Figure 2 | The clock-and-wavefront model. a | The segmentation clock. The segmentation clock comprises a set of 
oscillatory activities, such as gene expression and signalling pathways (orange). These periodic activities control the 
determination of new segments. The synchronization of cellular oscillators and their slowing down along the presomitic 
mesoderm (PSM) creates the visual impression of a travelling wave that progressively sharpens as it moves anteriorly along 
the PSM. However, this travelling wave is not caused by cell movements because the progression of the wave is faster 
than the movement of a group of cells (square). b | Gradient formation. The FGF8 gradient (and presumably the FGF4 
and WNT3A gradients) is formed by an RNA decay mechanism: mRNAs are only produced in the tail bud and are then 
progressively degraded in the PSM. As a group of cells (square) becomes located more anteriorly in the PSM owing to 
posterior elongation movements, the amount of Fgf8 mRNA decreases, which creates a gradient of mRNA (in blue) that is 
translated into a gradient of FGF8 ligand. Over time, the group of cells experiences less FGF and WNT signalling, so that the 
determination front position moves posteriorly with elongation of the body axis. c | Clock topologies. Oscillations are 
thought to arise through delayed negative-feedback loops. Three main signalling pathways were shown to oscillate in 
mouse embryos: Notch, WNT and fibroblast growth factor (FGF). Binding of the WNT ligand to its receptor results in 
β-catenin (β‑cat)‑mediated target gene transcription. AXIN2 and Dickkopf‑related protein 1 (DKK1) are negative‑feedback 
inhibitors of this pathway and are periodically expressed in the PSM. The binding of FGF ligands to their cognate receptor 
results in activation of the ERK pathway. Phosphorylated ERK (pERK) activates dual specificity protein phosphatase 4 
(Dusp4), Dusp6 and Sprouty 2 (Spry2), which are known negative‑feedback inhibitors of the FGF pathway that are expressed 
rhythmically. The Notch targets lunatic fringe (Lfng) and Notch‑regulated ankyrin repeat protein (Nrarp) contribute to the 
rhythmic production of the transcriptional effector Notch intracellular domain (NICD).The mouse oscillators interact and 
entrain each other. Hairy and enhancer of split 7 (HES7) is activated by the FGF–phosphorylated ERK pathway posteriorly in 
the PSM and by NICD more anteriorly, and represses the FGF–ERK pathway and Notch inhibitors, as well as its own 
expression. By contrast, in zebrafish, oscillations are mainly controlled by the availability and activities of Hes/Hes‑related 
(Her) factors. F|| Clock‑and‑wavefront model. Two inputs control the activation of the segmental programme: the 
segmentation clock (in orange) and the wavefront (in blue). The clock moves along the PSM and triggers the segmental 
determination of cells (pink) that are passed by the wavefront during the previous cycle. DLL1, Delta‑like 1.
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What is biological information? 

Thomas Lecuit 
chaire: Dynamiques du vivant

Course 4:  Encoding, Decoding and Representations of Time
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Summary of previous course

1. Length scales are defined in chemical and mechanical systems in a variety 
of ways (deterministic and self-organised models).  

2. Shannon information theory provides a powerful framework to: 
Quantify biological information encoded in a chemical system 
Assess information transmission in a noisy channel, such as in any input/
output system in biology. 

3.  Mutual information provides a measurement of positional information 
through the statistical structure of correlations between concentrations of 
molecules and spatial coordinates. 

4.  In self-organised systems, exploration of other means to quantify total 
information: eg. positional and correlational information. 
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• From « words » to patterns of words (in space and time): « sentences ».

• From letters (chemical species) to « words »: sequences and combinations 
 Balance between diversity and specificity 

Encoding and Decoding Time

• Static chemical representation (combinatorial): « music chord ». 
• Dynamic chemical representation: « melody »
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Lamarck - Time is an inherent property of the living

Ù02, COMPARAISON DES CORPS
dont il s'agit ont pénétré jusque dans ses molé-
cules intégrantes.
Tout corps , au contraire , qui possède la vie ,

se trouve continuellement, ou temporairement,
animé par une force particulière qui excite sans
cesse des mouvemens dans ses parties intérieu-
res , qui produit, sans interruption , des change-
mens d état dans ces parties , mais qui y donnelieu à des réparations

,
des renouvellemens, des

développemens
, et à quantité de phénomènesqui

sont exclusivement propres aux corps vivans;
en sorte que, chez lui, les mouvemens exci-
tés dans ses parties intérieures altèrent et dé-
truisent, mais réparent et renouvellent, ce qui
étend la durée de l'existence de l'individu , tant
que l'équilibre entre ces deux effets opposés, et
qui ont chacun leur cause, n'est pas trop forte-
ment détruit ;
6°. Pour tout corps inorganique , l'augmenta-tion de volume et de masse est toujours acci-

dentelle et sans bornes , et cette augmentation
ne s'exécute que parjuxla-posiiion , c'est-à-dire,
que par l'addition de nouvelles parties à la sur-
face extérieure du corps dont il est question.
L'accroissement, au contraire , de tout corpsvivant est toujours nécessaire et borné, et il ne

s'exécute que par intus-susception , c'est-à-dire ,
que par pénétration intérieure , ou l'introduction

PHILOSOPHIE
ZOOLOGIQUE.

SECONDE PARTIE.
Considérations sur les Causes physiques
de la Vie, les conditions qu' elle exige
pour exister, la force excitatrice de ses
mouveinens , les facultés qu'elle donne
aux corps qui la possèdent, et les ré-
sultats de son existence dans ces corp>s.

INTRODUCTION.
luiKN^iTURE,cemot sisouventprononcé comme
s'il s'agissoit d?uu être particulier, ne doit être à
nos yeux que Yensemble d'objets qui comprend :
1°. tous les corps physiques qui existent; 2°. les
lois générales et particulières qui régissent les
changemens d'état et de situation que ces corps
peuvent éprouver; 3°. enfin, le mouvement di-
versement répandu parmi eux, perpétuellement
entretenu ou renaissant dans sa source, infini-

�������������� ����

���� ��������������� ���� ������� ��������� ��������

����� ���������� �������� ������ ����� �������� ������ ����

�������� �������� ������� ���� �������� �� ������ ���������

�������� �������� �������� ���������� ������������ �����

���� ��������� ����� ����� ���� ������ ��� ������� ���������

���� ����������� ��� ���� ������ �� ������ �� �������� ���

������� ���� ������� ����� ��� ������ ������� ����� �����

������� ��������

���� ��� �������� ����� ������� ���� ������������ ���

�������� ��������� ���� ��������������� ���� ��� �����

������ ����� ���� �������� ���������� �� ����� ���� ��������

������ ���� ���� ����� ������������� �������� ��� ��������

�������� ���� ����� ���������� ����� �� ������� ����������

������� ��� ���� ���������� ��������� ���������� �������

��������� ���� �� ������������ ��� �� ��������� ��� �����

��� ����� ���������� �� ��� �� ���� ��������� ����� ���� �����

���������� ����� �� ����� �������� ����� ���� �������� �����

���� ����� ��������������� ��� ���� ��������� ���� ����� �����

������������ ���� ����� ���� ����� ����� ����������� �����

����� �� ����� �������

�������� ������������� �� ���� ���� ������� ���� �����

����� �� �������� ���� ���������� ����� �������� ���� ����

���� ���������� ��� ����������� ���������� ����� ������

��������� ������������� ���� ��������� ���� ���������� ����

��������� ���� ����� ���������������

����� ����������� �� ��� ��������� ��� ������ ��� ��������

��������� ����������
�����

�������� ����� �����������

378 COMPARAISON DES CORPS
étonnans que les corps vivans nous présentent ;
il faut, avant tout, considérer très-attentivement
les différences qui existent entre les corps inor-
ganiques et les-corps vivans; et pour cela, il
faut mettre en parallèle les caractères essentiels
de ces deux sortes de corps.

Caractères des Corps inorganiques mis enparal-
lèle avec ceux des Corps vivans.

1°. Tout corps brut ou inorganique n'a Vin-
dividualité que dans sa molécule intégrante .: les
masses, soit solides, soit fluides, soit gazeuses,
qu'une réunion de-molécules intégrantes peut
former, n'ont point de bornes; et l'étendue ,
grande ou petite , de ces masses , n'ajoute ni ne.retranche rien qui puisse faire varier la nature du
corps dont il s'agit; car cette nature réside en
entier dans celle de la molécule intégrante de
ce corps.
Au contraire

, tout corps vivant possède l'zn-dividualilé dans sa masse et son volume ; et
cette individualité , qui est simple dans les
uns , et composée dans les autres , n'est jamaisrestreinte dans les corps vivans à celle de leurs
molécules composantes ;
2°. Un corps inorganique peut offrir une masse

véritablementhomogène
, et il peut aussi en cous-

JB de Lamarck (1744-1829)

1809 1815

Dynamics

Transformism
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https://www.thisiscolossal.com/2017/02/mechanical-crustaceans-with-clockwork-insides-illustrated-by-steeven-salvat/

http://forum.horlogerie-suisse.com/viewtopic.php?f=1&t=25216

Lamarck - Time is an inherent property of the living

• Time is constructed from within cells and organisms: How? 
• Time is relative: use of different time scales to organise cells and developing embryos 
• Temporal information is encoded and decoded 
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Plan

• Time scales in biology: 
— Phenomenology of time and features: nested time scales (from molecules to evolution). 

• How is time encoded? 

• How is temporal information decoded? 
— Signalling information: information encoded in dynamics.  
— Mechanical temporal information in morphogenesis. 
— Segmentation clock: decoding time to encode space  
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Phenomenology of time in Biology

• Life manifests over many time scales: 
(11 to 14 order of magnitude in a given organism) 

• Molecular scale: 1- few ms 
• Cellular scale: few minutes to hours 
• Tissue scale: few 10s of min or hours 
• Organismal scale: 1 day to years 
• Evolutionary time:  

—Species radiation can be « fast » 
—Some species remain the same over longer time than 
major geological time.
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Characteristic rates and timescales in cell biology
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See online version for 
legend and references.1302 Cell 164

SnapShot: Timescales in Cell Biology
Maya Shamir,1 Yinon Bar-On,1 Rob Phillips,2 and Ron Milo1

1Weizmann Institute of Science, Rehovot 7610001, Israel 
2California Institute of Technology, Pasadena, CA 91125, USA

Characteristic timescales extracted from the literature for exponentially growingE. coliand HeLa cells at 37°C (see BioNumbers database).
Numerical values should only serve as “rule of thumb” values.  For example, the half-life of metabolites (turnover time of the metabolite pool) 
spans over 3 orders of magnitude. Some processes are shown only in one of the cell types yet are relevant to both.

, March 10, 2016 ©2016 Elsevier Inc.    DOI http://dx.doi.org/10.1016/j.cell.2016.02.058

Phenomenology of time in Biology

• Time scales are connected: 
• Cellular time scales emerge from 

molecular time scales. 
• Example: molecular oscillator such as 

cell cycle lasts 10 minutes to 24 hours
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Figure 16.16: Single-molecule observation of a rotary motor using actin filaments
to reveal the motor rotation. (A) The F1 portion of ATP synthase is tethered to
a glass slide. The top of the rotating shaft is attached to a fluorescently labeled
actin filament. (B) As the F1 shaft turns, the actin filament swings around.
The time interval between images is 133ms. (C) At low ATP concentrations, it
is clear that the rotation occurs in three evenly spaced angular substeps. The
graph shows the angular revolution for a single actin filament over a period of a
few seconds and the inset shows the positions of the filament end over a longer
movie. (A, B, adapted from H. Noji et al., Nature 386:299, 1997; C, adapted
from R. Yasuda et al., Cell 93:1117, 1998.)

Period   T=10ms• ATP synthase  ~300 ATP per s

Phenomenology of time in Biology — Molecular cycle/oscillations

Entrainment
The process whereby two 
interacting oscillating systems, 
which have different periods 
when running independently, 
assume the same period. The 
two oscillators may fall into 
synchrony, but other phase 
relationships are also possible.

Bistability
A reaction network with two 
coexisting stable steady states 
(separated by an unstable 
steady state). Which stable 
state the network adopts 
depends on the initial 
concentrations of the reacting 
species.

Hysteresis
A property of systems with 
bistability. The control system 
can be switched from one 
stable state to the other by a 
transient signal, and switched 
back again by a different 
transient signal. Hence, the 
state of the system depends 
not only on its present 
conditions, but also on its 
recent history. 

Negative feedback with time delay
To lay bare the ‘design principles’ of biochemical oscilla-
tors, it does not make sense to start with a fully detailed 
model of a particular cellular rhythm, such as the cell 
cycle in human fibroblasts, which is likely to be so over-
laid by subtle control signals that the essential features 
of the oscillator will be obscure. Rather, we start from 
a highly idealized model of periodic protein synthesis 
that illustrates the basic requirements of biochemical 
oscillators in their pristine forms.

We consider a protein (for example, PER in the  
circadian control system of fruit flies19,20) that represses 
the transcription of its own gene (FIG. 1a). The details  
of this feedback repression are not important at present. 
The time-rate of change of protein concentration, dY/dt, 
is given by a simple kinetic equation:

dY
dt

Kp
d

Kp
d + Yp

Y
Km + Y

= k1S (1)– k2ET

In this equation, the first term is the rate of protein 
synthesis and the second is its rate of degradation. The 
synthesis rate is proportional to a signal (S; which might 
be the concentration of a transcription factor that upreg-
ulates the gene) multiplied by a factor, Kp

d / (Kp
d + Yp)   , 

which expresses how gene transcription is downregu-
lated by protein Y. In this factor, Kd is the dissociation 
constant for the binding of Y to the upstream regula-
tory sequence of the gene, and p is an integer indicating 
whether Y binds to the DNA sequence as a monomer, 
dimer, trimer, or so on. The rate constant k1 is the rate of 
synthesis of Y (per unit signal strength) when the con-
centration of Y is small and the gene is fully expressed. 
In the second term, E is a protease that degrades Y (ET is 
the total concentration of enzyme), its turnover rate is k2 
and its Michaelis constant is Km.

In FIG. 1b we plot the rates of synthesis and degrada-
tion of the protein Y as functions of the protein concen-
tration, Y. From the diagram it is clear that the protein 
concentration, if indeed it is governed by equation 1,  

will be drawn towards its steady-state value, Y0, without 
any oscillations, nor with any overshoots or undershoots. 
This is great if we are modelling ‘homeostasis’, but not if 
we want to model ‘oscillations’.

Explicit time delay. Suppose that the rate of protein syn-
thesis at present (at time t) depends on the concentration 
of protein at some time in the past (at time t–τ), where 
τ is the time delay that is required for transcription 
and translation. Then, the governing kinetic equation 
becomes:

dY(t)
dt

Kp
d

Kp
d + Y(t–  )p

Y(t)
Km + Y(t)

= k1S (2)– k2ETτ

This model of protein synthesis and degradation 
was first studied in detail by Mackey and Glass in 1977 
(REF.  21). For a proper choice of rate constants and time 
delay, this equation exhibits periodic oscillations, as 
illustrated in FIG. 1c. The time delay causes the negative-
feedback control repeatedly to overshoot and undershoot 
the steady state (FIG. 1d). For details on how to simulate 
equation 2 and all other models in this review, see 
Supplementary information S1 (box).

By ‘proper choice of rate constants’ we mean that 
for Y(t) to oscillate, the kinetic parameters — S (signal 
strength), p (nonlinearity of feedback), Km (nonlinearity  
of the removal step) and τ (duration of time delay) 
— must satisfy specific constraints, as illustrated in 
FIG. 1e,f. For details on how these constraint curves are 
calculated, see Supplementary information S2 (box). 
The constraints can be summarized in three require-
ments. First, the time delay, τ, must be sufficiently long. 
(For fixed values of p and Km, there is a minimum value 
of τ, τmin, below which oscillations are impossible.) 
Second, the reaction rate laws must be sufficiently 
‘nonlinear’. (Oscillations become easier — that is, τmin 
gets smaller — as either p or Kd/Km increases.) Third, 
the rates of opposing processes must be appropriately 
balanced.

Table 1 | Survey of biochemical oscillators

Function Components Period Class* References

Metabolism Glucose, ATP, phospho-fructokinase 2 min 3 52–54

Signalling Cyclic AMP, receptor, adenylate cyclase 5 min 3 55,64

Signalling Ca2+, Ins(1,4,5)P
3

> 1 s 3 65

Signalling NF-κB, IκB, IKK ~2 h 1 41,43

Signalling p53, MDM2 5 h 1 39,40

3 58,59

Signalling Msn2, adenylate cyclase, cAMP, PKA ~10 min 1 66,67

Somitogenesis Her1, Her7, Notch 30–90 min 1 40,68

Yeast endoreplication cycles Cig2, Cdc10, Rum1 1–2 h 2 49

Frog egg cycles CycB, Wee1, Cdc25, Cdc20 30 min 2 47, 48

Circadian rhythm PER, TIM, CLOCK, CYC 24 h 1 26

2 30

*See FIG. 5. Class 1 represents delayed negative-feedback loops; class 2 represents amplified negative-feedback loops;  
class 3 represents incoherently amplified negative-feedback loops. IκB, inhibitor of NF-κB; IKK, IκB kinase; Ins(1,4,5)P

3
, inositol-

1,4,5-triphosphate; NF-κB, nuclear factor κB. 

REVIEWS
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Figure 3.21: The eukaryotic cell cycle. (A) This cartoon shows some of the
key elements of the process of cell division, including the four phases G1, S,
G2 and M, as well as some of the most important checkpoints. Cells that stop
proliferating can exit the cell cycle at G1 and enter a resting phase, called
G0. Most fully di↵erentiated cells in the adult human body are in G0. Under
particular circumstances, non-dividing cells in G0 can reenter the cell cycle
at G1. (B) Time course of cell mass and DNA content during the cell cycle.
Cell mass can increase continuously, while DNA content increases only during
S phase. (A, adapted from T. D. Pollard and W. C. Earnshaw, Cell Biology,
Philadelphia, Saunders, 2002; B, adapted from A. Murray and T. Hunt, The
Cell Cycle, New York, Oxford University Press, 1993.)

Period   T=500-1500 min

3.1. THE HIERARCHY OF TEMPORAL SCALES 155

minutes

Figure 3.7: Schematic of an idealized bacterial cell cycle. A newborn cell shown
at the top has a single chromosome with a single origin of replication marked
by the green dot. The cell cycle initiates with the duplication of the origin
and DNA replication then proceeds in an orderly fashion around the circular
chromosome. At the same time, a group of cell division proteins beginning
with the tubulin analog FtsZ form a ring at the center of the cell that will
dictate the future site of septum formation. As DNA replication proceeds and
the cell elongates, the two origins become separated from each other with one
traveling the entire length of the cell to take up residence at the opposite pole.
As the septum begins to close down, the two chromosomal masses are physically
separated into the two daughter cells where the cycle can begin anew.

Period   T=20-60 min

Phenomenology of time in Biology — Cell division cycle

Prokaryotic cell  E. coli
Eukaryotic cell
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Phenomenology of time in Biology — Heart beat cycle

H. Levine. JACC (1997) Vol. 30, No. 4:1104–6 

plained. Thus, a specific role for cardiac slowing in the
prolongation of life in digoxin-treated A/J mice remains at best
uncertain.

Together, the above observations suggest that a primary
reduction in myocardial metabolic rate, with associated cardiac
slowing, may have the potential to prolong human life. How-
ever, because myocardial O2 consumption/unit weight is the
same in normal, hypertrophied and failing human hearts (12),
the demonstration that a primary reduction in heart rate
prolongs life would have to invoke a mechanism other than a
reduction in myocardial metabolic rate. Nonetheless, clinical
studies abound with the suggestion that cardiac slowing may
improve survival. Beta-adrenergic blockade improves survival

in patients after myocardial infarction (13) and possibly in
patients with dilated cardiomyopathy (14,15), and the brady-
cardic effects of regular exercise are considered by many to
extend life in those with or at risk for coronary disease.
Although it is acknowledged that the malefic effects of sus-
tained beta-adrenergic stimulation in cardiac disease are far
greater than that of positive chronotropism, the provocative
observation that heart rate and life expectancy among mam-
mals are inversely related and that their product is a near
constant begs the question, “Can human life be extended by
cardiac slowing?”

Thus, although there are considerable constraints on the
likelihood of demonstrating a life-prolonging effect of cardiac
slowing in humans, efforts to do so should not be discouraged.
Perhaps a first attempt in this direction would be an actuarial
analysis of life insurance data because a purely bradycardic
agent for use in animal studies and clinical trials is not yet
available to us.
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Figure 2. Relation between life expectancy and total heart beats/
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mammals (see text).
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Period   T ~1s in human• Heart beat
ranging from 0.04s in Etruscan shrew to 10s in submerged blue whale
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Phenomenology of time in Biology — Migration cycle

repetitive nature. Each year, southerly bound migrants arrive at
their overwintering sanctuary around November 1, coinciding
with the celebrations of Day of the Dead, and northerly based re-
migrants begin to leave Mexico around March 15 (Figure 1D).
Although the distance traveled by monarchs is reminiscent of
that of many migratory birds, the monarch migration differs
because it is mostly multigenerational (Figure 1E). Thus, while
individual birds complete one or more complete round-trip mi-
grations during their lifetime, it takes 3–5 generations for most
monarchs to complete the full journey [14,15]. Some butterflies,
however, apparently make a complete round trip in one genera-
tion [15]. It is important to note that one generation of monarchs
comprises one complete life cycle, from egg to larva (5 instars) to
pupa (chrysalis) to adult butterfly (Figure 1A, upper). The spring
and summer generations are continuously brooded, while the
butterflies of the fall (migratory) generation have arrested repro-
ductive development (diapause), as detailed below.

Monarch caterpillars are specialist feeders of milkweed host
plants (Box 2), which die back seasonally in North America.
Consequently, in the fall, dyingmilkweed, alongwith approaching

freezing temperatures, limit continuation of the monarch life cy-
cle beyond the emergence of migrant butterflies in their north-
ern range. The migratory generation is actually initiated in late
summer-developing caterpillars and/or pupae that are re-
sponding to shortening day length, decreasing temperature,
and senescing host plants so that the newly emerged migrants
can anticipate winter by entering reproductive diapause and
beginning the migration south [16]. This reproductive diapause
is characterized by arrested egg and accessory gland develop-
ment and increased lipid reserves, and results from decreasing
titers of juvenile hormone (JH) [9,17,18]. Suppression of JH
synthesis also prevents aging in migratory monarchs, which
enables them to survive the 6–8 months they need to migrate
south, overwinter and remigrate north in the spring [19]. The
draft sequence of the monarch genome has provided identifi-
cation of all the genes and their protein products proposed to
be involved in JH biosynthesis and degradation [9]. Preliminary
transcriptional profiling studies suggest a sexually dimorphic
pattern of JH biosynthesis in migrants, and follow up studies
are needed [9].
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Figure 1. Natural and evolutionary history of
the monarch butterfly.
(A) Upper: Life cycle or one complete generation in
the monarch butterfly. Complete metamorphosis
from egg to larva (5 instars) to pupa (chrysalis) to
adult. The male butterfly (upper right) has visible
black spots on his hind wings that are missing in
females (lower left, underwing view). The larva is
feeding on milkweed. Photograph of engraving
from James Edward Smith, Natural History of the
Rarer Lepidopterous Insects of Georgia; from the
Observations of John Abbot, 1797. Lower: A
cluster of overwintering migrants coving a tree
trunk in Michoacán, Mexico. Photo credit: Thomas
Marent, Minden Pictures (Getty Images). (B)
World-wide distribution of monarch butterflies.
Sample sites: Blue dots, Pacific Islands; red dots,
Central America; green dots, North America; pur-
ple dots, Southwest Europe and North Africa. Not
demarcated are additional monarch sites in Guam,
Palau, and Taiwan. Modified from Pierce et al. [10].
(C) Neighbor-joining consensus tree of all
D. plexippus individuals, based on 1,000 bootstrap
replicates of genome-wide SNP data of butterflies
from the sampling sites shown in (B). Four different
Danaus species served as outgroup. Reproduced
from Zhan et al. [4]. (D) Migration south. Eastern
North American monarch butterflies east of the
Rocky Mountains (brown line) migrate long dis-
tances during the fall from their northern ranges
(red arrows) to their overwintering sites in central
Mexico (yellow oval). Some Eastern migrants do
not end up at the overwintering sites in central
Mexico, but fly off-course and end up in Florida
[101], where they presumably join the year-long
resident monarch populations in Florida (purple
arrow). Western North American monarch butter-
flies west of the Rocky Mountains also migrate
during the fall, and overwinter in protected roosts
along the Pacific Coast in California (blue arrows).
As indicated by tagging and recovery efforts in the
Southwestern USA, Western migrants have been
shown to also reach the overwintering sites in

Mexico [25,102]. Reproduced from Reppert et al. [3]. (E) Journey north. Eastern migrants remain at the overwintering sites in Mexico until spring, when these
butterflies return northwards to reproduce, with females laying fertilized eggs on newly emerged milkweed in the southern United States (red arrows). The
offspring of these butterflies will continue the journey northwards to further re-populate the northern sections of the monarch habitat range (black arrows). It is
speculated that monarchs from populations in Florida may also travel northwards during the spring, presumably to also take advantage of newly emerged
milkweed. Reproduced from Reppert et al. [3].
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Although the distance traveled by monarchs is reminiscent of
that of many migratory birds, the monarch migration differs
because it is mostly multigenerational (Figure 1E). Thus, while
individual birds complete one or more complete round-trip mi-
grations during their lifetime, it takes 3–5 generations for most
monarchs to complete the full journey [14,15]. Some butterflies,
however, apparently make a complete round trip in one genera-
tion [15]. It is important to note that one generation of monarchs
comprises one complete life cycle, from egg to larva (5 instars) to
pupa (chrysalis) to adult butterfly (Figure 1A, upper). The spring
and summer generations are continuously brooded, while the
butterflies of the fall (migratory) generation have arrested repro-
ductive development (diapause), as detailed below.

Monarch caterpillars are specialist feeders of milkweed host
plants (Box 2), which die back seasonally in North America.
Consequently, in the fall, dyingmilkweed, alongwith approaching

freezing temperatures, limit continuation of the monarch life cy-
cle beyond the emergence of migrant butterflies in their north-
ern range. The migratory generation is actually initiated in late
summer-developing caterpillars and/or pupae that are re-
sponding to shortening day length, decreasing temperature,
and senescing host plants so that the newly emerged migrants
can anticipate winter by entering reproductive diapause and
beginning the migration south [16]. This reproductive diapause
is characterized by arrested egg and accessory gland develop-
ment and increased lipid reserves, and results from decreasing
titers of juvenile hormone (JH) [9,17,18]. Suppression of JH
synthesis also prevents aging in migratory monarchs, which
enables them to survive the 6–8 months they need to migrate
south, overwinter and remigrate north in the spring [19]. The
draft sequence of the monarch genome has provided identifi-
cation of all the genes and their protein products proposed to
be involved in JH biosynthesis and degradation [9]. Preliminary
transcriptional profiling studies suggest a sexually dimorphic
pattern of JH biosynthesis in migrants, and follow up studies
are needed [9].
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Figure 1. Natural and evolutionary history of
the monarch butterfly.
(A) Upper: Life cycle or one complete generation in
the monarch butterfly. Complete metamorphosis
from egg to larva (5 instars) to pupa (chrysalis) to
adult. The male butterfly (upper right) has visible
black spots on his hind wings that are missing in
females (lower left, underwing view). The larva is
feeding on milkweed. Photograph of engraving
from James Edward Smith, Natural History of the
Rarer Lepidopterous Insects of Georgia; from the
Observations of John Abbot, 1797. Lower: A
cluster of overwintering migrants coving a tree
trunk in Michoacán, Mexico. Photo credit: Thomas
Marent, Minden Pictures (Getty Images). (B)
World-wide distribution of monarch butterflies.
Sample sites: Blue dots, Pacific Islands; red dots,
Central America; green dots, North America; pur-
ple dots, Southwest Europe and North Africa. Not
demarcated are additional monarch sites in Guam,
Palau, and Taiwan. Modified from Pierce et al. [10].
(C) Neighbor-joining consensus tree of all
D. plexippus individuals, based on 1,000 bootstrap
replicates of genome-wide SNP data of butterflies
from the sampling sites shown in (B). Four different
Danaus species served as outgroup. Reproduced
from Zhan et al. [4]. (D) Migration south. Eastern
North American monarch butterflies east of the
Rocky Mountains (brown line) migrate long dis-
tances during the fall from their northern ranges
(red arrows) to their overwintering sites in central
Mexico (yellow oval). Some Eastern migrants do
not end up at the overwintering sites in central
Mexico, but fly off-course and end up in Florida
[101], where they presumably join the year-long
resident monarch populations in Florida (purple
arrow). Western North American monarch butter-
flies west of the Rocky Mountains also migrate
during the fall, and overwinter in protected roosts
along the Pacific Coast in California (blue arrows).
As indicated by tagging and recovery efforts in the
Southwestern USA, Western migrants have been
shown to also reach the overwintering sites in

Mexico [25,102]. Reproduced from Reppert et al. [3]. (E) Journey north. Eastern migrants remain at the overwintering sites in Mexico until spring, when these
butterflies return northwards to reproduce, with females laying fertilized eggs on newly emerged milkweed in the southern United States (red arrows). The
offspring of these butterflies will continue the journey northwards to further re-populate the northern sections of the monarch habitat range (black arrows). It is
speculated that monarchs from populations in Florida may also travel northwards during the spring, presumably to also take advantage of newly emerged
milkweed. Reproduced from Reppert et al. [3].
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Period   T=3-5 years

• Few hundred millions monarch butterflies, distributed in 4.5 million km2 migrate in 2 months 
a 4500 km journey to a few sites 1km2 each.  

• They then migrate back, step by step, in 3-5 generations/years back to the original spots. 

SM. Reppert and JC. De Roode Current Biology 28, R1009–R1022 (2018)



Magicicada septendecim 

Phenomenology of time in Biology — cicada emergence cycles

Period   T=13 or 17 years

https://yardandgarden.extension.iastate.edu/article/2024/05/2024-
periodical-cicada-emergence-what-should-you-expect 

13-17 year broods geographical mapping 
(non overlapping)
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Active Periodical Cicada Broods of the United States

USDA Forest Service is an equal opportunity employer and provider. May 2013 (RL)

https://cicadas.uconn.edu/broods/
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Embryonic development entails temporal control 

Zebrafish embryonic developmentSea Urchin early cell division

Orderly temporal succession of cellular processes during embryonic development
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Plan

• Time scales in biology: 
— Phenomenology of time and features: nested time scales (from molecules to evolution). 

• How is time encoded: defining time scales locally and globally. 

• How is temporal information decoded? 
— Signalling information: information encoded in dynamics.  
— Mechanical temporal information in morphogenesis. 
— Segmentation clock: decoding time to encode space  
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How is time generated and tuned?

Linear time: accumulation Cyclic time
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How to encode temporal information?

t1 t2 t3 t4 t5

K.F. Sonnen, A. Aulehla / Seminars in Cell & Developmental Biology 34 (2014) 91–98 93
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Fig. 1. Principles of dynamic information transmission. An upstream stimulus is encoded in a specific intracellular signalling event. The signal is then decoded to induce
a cellular response. In these examples, either absolute signalling levels or signalling dynamics, e.g. signal duration, rate of change or frequency, can be read out. Decoding
of different features of a dynamic signal can result in quantitatively (and qualitatively) different responses. For instance, two signals with the same amplitude but different
durations induce the same response, if absolute levels are taken into account, but induce different responses, if signal duration is critical (A). Signals that show different
absolute levels but increase, i.e. ramp, with an identical slope can induce the same response, if the rate of change is taken into account (B). Information can be encoded in
oscillation frequency and hence signals at different absolute levels, but with identical frequency, result in the same cellular response (C).

cycle arrest, this prolonged activity led to changed gene expression
and the induction of senescence and pro-apoptotic factors.

In  the following sections, we will address encoding of infor-
mation in certain features of a dynamic signal and corresponding
decoding mechanisms. Whenever known, relevant network motifs
will be discussed.

3.2.  Signal duration

Certain network topologies have been implicated in encoding
information in the duration of a signal. For instance, coherent feed-
forward loops (e.g. X activates Y, both X and Y are then necessary to
activate Z [4]) can integrate stimulus duration, since these topolo-
gies ensure that a signal is only generated by a prolonged stimulus
and hence function as persistence detectors. As such, noise in the
form of short stimulus fluctuations are buffered and do not lead to
a downstream signalling event [4].

Several molecular examples for duration encoding have been
identified. Besides p53 signalling in response to SSBs (see Section
3.1), ERK signalling in PC12 cells is an example for encoding stimu-
lus identity in signal duration. In PC12 cells, NGF induces persistent
ERK activity via the receptor tyrosine kinase (RTK) TrkA and leads
to differentiation, whereas EGF binds to the EGF receptor (EGFR)
and induces only transient activation and results in proliferation
[24–26]. As in the examples above, the differences in ERK dynamics
can be traced back to different network topologies being employed
upon NGF or EGF stimulation [27].

Artificially mimicking persistent activation of ERK by expression
of a constitutively active MAPK kinase was sufficient to promote
neurite formation in unstimulated cells [24]. Toettcher et al. [28]
used optogenetics to investigate the effect of different ERK signal
durations on NIH3T3 cells (mouse fibroblast cells). By inducing ERK

signalling with varying durations they identified fast responding
genes, activated by ERK pulses of 20 min  each, and other genes, such
as STAT3, that were only activated after a longer activity period of
120 min.

In  2002, Murphy et al. proposed a molecular explanation for the
decoding of ERK signal duration. ERK signalling, transient or sus-
tained, induces the expression of immediate early genes such as
the transcription factor c-Fos. However, only upon sustained ERK
signalling, c-Fos is additionally phosphorylated by ERK, leading to
the stabilization of c-Fos. In contrast, in transient ERK signalling c-
Fos is upregulated but remains unstable at the protein level [29].
Therefore, proteins like c-Fos can function as persistence sensors
for induction of downstream effects such as the neuronal differen-
tiation in PC12 cells in situations of prolonged signalling.

3.3.  Frequency encoding

Periodic  signals are abundant in biology, showing a wide spec-
trum of forms, from sharp pulses similar to a relaxation-type
oscillator  to sinusoidal oscillations [2], and covering largely varying
time scales, such as the circadian clock [30] with a period of approx-
imately 24 h or calcium oscillations with periods in the milliseconds
range [18,31,32]. Periodic signals offer particularly diverse pos-
sibilities for information encoding: amplitude, frequency, phase,
oscillation form, number of oscillations are some of the levels at
which information can be encoded.

Frequency encoding indicates that the quantity and quality of
an upstream stimulus controls the frequency of a signal (which
is hence frequency modulated, FM)  and downstream responses
are decoded based on these signal frequencies. Numerous exam-
ples for frequency encoding are known, including classic examples
from neurophysiology, such as encoding of stimuli at the level of

K.F. Sonnen, A. Aulehla / Seminars in Cell & Developmental Biology 34 (2014) 91–98 93
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Fig. 1. Principles of dynamic information transmission. An upstream stimulus is encoded in a specific intracellular signalling event. The signal is then decoded to induce
a  cellular response. In these examples, either absolute signalling levels or signalling dynamics, e.g. signal duration, rate of change or frequency, can be read out. Decoding
of  different features of a dynamic signal can result in quantitatively (and qualitatively) different responses. For instance, two signals with the same amplitude but different
durations  induce the same response, if absolute levels are taken into account, but induce different responses, if signal duration is critical (A). Signals that show different
absolute  levels but increase, i.e. ramp, with an identical slope can induce the same response, if the rate of change is taken into account (B). Information can be encoded in
oscillation  frequency and hence signals at different absolute levels, but with identical frequency, result in the same cellular response (C).

cycle arrest, this prolonged activity led to changed gene expression
and the induction of senescence and pro-apoptotic factors.

In  the following sections, we will address encoding of infor-
mation in certain features of a dynamic signal and corresponding
decoding mechanisms. Whenever known, relevant network motifs
will be discussed.

3.2.  Signal duration

Certain network topologies have been implicated in encoding
information in the duration of a signal. For instance, coherent feed-
forward loops (e.g. X activates Y, both X and Y are then necessary to
activate Z [4]) can integrate stimulus duration, since these topolo-
gies ensure that a signal is only generated by a prolonged stimulus
and hence function as persistence detectors. As such, noise in the
form of short stimulus fluctuations are buffered and do not lead to
a downstream signalling event [4].

Several molecular examples for duration encoding have been
identified. Besides p53 signalling in response to SSBs (see Section
3.1), ERK signalling in PC12 cells is an example for encoding stimu-
lus identity in signal duration. In PC12 cells, NGF induces persistent
ERK activity via the receptor tyrosine kinase (RTK) TrkA and leads
to differentiation, whereas EGF binds to the EGF receptor (EGFR)
and induces only transient activation and results in proliferation
[24–26]. As in the examples above, the differences in ERK dynamics
can be traced back to different network topologies being employed
upon NGF or EGF stimulation [27].

Artificially mimicking persistent activation of ERK by expression
of a constitutively active MAPK kinase was sufficient to promote
neurite formation in unstimulated cells [24]. Toettcher et al. [28]
used optogenetics to investigate the effect of different ERK signal
durations on NIH3T3 cells (mouse fibroblast cells). By inducing ERK

signalling with varying durations they identified fast responding
genes, activated by ERK pulses of 20 min  each, and other genes, such
as STAT3, that were only activated after a longer activity period of
120 min.

In  2002, Murphy et al. proposed a molecular explanation for the
decoding of ERK signal duration. ERK signalling, transient or sus-
tained, induces the expression of immediate early genes such as
the transcription factor c-Fos. However, only upon sustained ERK
signalling, c-Fos is additionally phosphorylated by ERK, leading to
the stabilization of c-Fos. In contrast, in transient ERK signalling c-
Fos is upregulated but remains unstable at the protein level [29].
Therefore, proteins like c-Fos can function as persistence sensors
for induction of downstream effects such as the neuronal differen-
tiation in PC12 cells in situations of prolonged signalling.

3.3. Frequency encoding

Periodic  signals are abundant in biology, showing a wide spec-
trum of forms, from sharp pulses similar to a relaxation-type
oscillator  to sinusoidal oscillations [2], and covering largely varying
time scales, such as the circadian clock [30] with a period of approx-
imately 24 h or calcium oscillations with periods in the milliseconds
range [18,31,32]. Periodic signals offer particularly diverse pos-
sibilities for information encoding: amplitude, frequency, phase,
oscillation form, number of oscillations are some of the levels at
which information can be encoded.

Frequency encoding indicates that the quantity and quality of
an upstream stimulus controls the frequency of a signal (which
is hence frequency modulated, FM)  and downstream responses
are decoded based on these signal frequencies. Numerous exam-
ples for frequency encoding are known, including classic examples
from neurophysiology, such as encoding of stimuli at the level of
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Fig. 1. Principles of dynamic information transmission. An upstream stimulus is encoded in a specific intracellular signalling event. The signal is then decoded to induce
a  cellular response. In these examples, either absolute signalling levels or signalling dynamics, e.g. signal duration, rate of change or frequency, can be read out. Decoding
of  different features of a dynamic signal can result in quantitatively (and qualitatively) different responses. For instance, two signals with the same amplitude but different
durations  induce the same response, if absolute levels are taken into account, but induce different responses, if signal duration is critical (A). Signals that show different
absolute  levels but increase, i.e. ramp, with an identical slope can induce the same response, if the rate of change is taken into account (B). Information can be encoded in
oscillation  frequency and hence signals at different absolute levels, but with identical frequency, result in the same cellular response (C).

cycle arrest, this prolonged activity led to changed gene expression
and the induction of senescence and pro-apoptotic factors.

In  the following sections, we will address encoding of infor-
mation in certain features of a dynamic signal and corresponding
decoding mechanisms. Whenever known, relevant network motifs
will be discussed.

3.2.  Signal duration

Certain network topologies have been implicated in encoding
information in the duration of a signal. For instance, coherent feed-
forward loops (e.g. X activates Y, both X and Y are then necessary to
activate Z [4]) can integrate stimulus duration, since these topolo-
gies ensure that a signal is only generated by a prolonged stimulus
and hence function as persistence detectors. As such, noise in the
form of short stimulus fluctuations are buffered and do not lead to
a downstream signalling event [4].

Several molecular examples for duration encoding have been
identified. Besides p53 signalling in response to SSBs (see Section
3.1), ERK signalling in PC12 cells is an example for encoding stimu-
lus identity in signal duration. In PC12 cells, NGF induces persistent
ERK activity via the receptor tyrosine kinase (RTK) TrkA and leads
to differentiation, whereas EGF binds to the EGF receptor (EGFR)
and induces only transient activation and results in proliferation
[24–26]. As in the examples above, the differences in ERK dynamics
can be traced back to different network topologies being employed
upon NGF or EGF stimulation [27].

Artificially mimicking persistent activation of ERK by expression
of a constitutively active MAPK kinase was sufficient to promote
neurite formation in unstimulated cells [24]. Toettcher et al. [28]
used optogenetics to investigate the effect of different ERK signal
durations on NIH3T3 cells (mouse fibroblast cells). By inducing ERK

signalling with varying durations they identified fast responding
genes, activated by ERK pulses of 20 min  each, and other genes, such
as STAT3, that were only activated after a longer activity period of
120 min.

In  2002, Murphy et al. proposed a molecular explanation for the
decoding of ERK signal duration. ERK signalling, transient or sus-
tained, induces the expression of immediate early genes such as
the transcription factor c-Fos. However, only upon sustained ERK
signalling, c-Fos is additionally phosphorylated by ERK, leading to
the stabilization of c-Fos. In contrast, in transient ERK signalling c-
Fos is upregulated but remains unstable at the protein level [29].
Therefore, proteins like c-Fos can function as persistence sensors
for induction of downstream effects such as the neuronal differen-
tiation in PC12 cells in situations of prolonged signalling.

3.3. Frequency encoding

Periodic  signals are abundant in biology, showing a wide spec-
trum of forms, from sharp pulses similar to a relaxation-type
oscillator  to sinusoidal oscillations [2], and covering largely varying
time scales, such as the circadian clock [30] with a period of approx-
imately 24 h or calcium oscillations with periods in the milliseconds
range [18,31,32]. Periodic signals offer particularly diverse pos-
sibilities for information encoding: amplitude, frequency, phase,
oscillation form, number of oscillations are some of the levels at
which information can be encoded.

Frequency encoding indicates that the quantity and quality of
an upstream stimulus controls the frequency of a signal (which
is hence frequency modulated, FM)  and downstream responses
are decoded based on these signal frequencies. Numerous exam-
ples for frequency encoding are known, including classic examples
from neurophysiology, such as encoding of stimuli at the level of
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Fig. 1. Principles of dynamic information transmission. An upstream stimulus is encoded in a specific intracellular signalling event. The signal is then decoded to induce
a  cellular response. In these examples, either absolute signalling levels or signalling dynamics, e.g. signal duration, rate of change or frequency, can be read out. Decoding
of  different features of a dynamic signal can result in quantitatively (and qualitatively) different responses. For instance, two signals with the same amplitude but different
durations  induce the same response, if absolute levels are taken into account, but induce different responses, if signal duration is critical (A). Signals that show different
absolute  levels but increase, i.e. ramp, with an identical slope can induce the same response, if the rate of change is taken into account (B). Information can be encoded in
oscillation  frequency and hence signals at different absolute levels, but with identical frequency, result in the same cellular response (C).

cycle arrest, this prolonged activity led to changed gene expression
and the induction of senescence and pro-apoptotic factors.

In  the following sections, we will address encoding of infor-
mation in certain features of a dynamic signal and corresponding
decoding mechanisms. Whenever known, relevant network motifs
will be discussed.

3.2.  Signal duration

Certain network topologies have been implicated in encoding
information in the duration of a signal. For instance, coherent feed-
forward loops (e.g. X activates Y, both X and Y are then necessary to
activate Z [4]) can integrate stimulus duration, since these topolo-
gies ensure that a signal is only generated by a prolonged stimulus
and hence function as persistence detectors. As such, noise in the
form of short stimulus fluctuations are buffered and do not lead to
a downstream signalling event [4].

Several molecular examples for duration encoding have been
identified. Besides p53 signalling in response to SSBs (see Section
3.1), ERK signalling in PC12 cells is an example for encoding stimu-
lus identity in signal duration. In PC12 cells, NGF induces persistent
ERK activity via the receptor tyrosine kinase (RTK) TrkA and leads
to differentiation, whereas EGF binds to the EGF receptor (EGFR)
and induces only transient activation and results in proliferation
[24–26]. As in the examples above, the differences in ERK dynamics
can be traced back to different network topologies being employed
upon NGF or EGF stimulation [27].

Artificially mimicking persistent activation of ERK by expression
of a constitutively active MAPK kinase was sufficient to promote
neurite formation in unstimulated cells [24]. Toettcher et al. [28]
used optogenetics to investigate the effect of different ERK signal
durations on NIH3T3 cells (mouse fibroblast cells). By inducing ERK

signalling with varying durations they identified fast responding
genes, activated by ERK pulses of 20 min  each, and other genes, such
as STAT3, that were only activated after a longer activity period of
120 min.

In  2002, Murphy et al. proposed a molecular explanation for the
decoding of ERK signal duration. ERK signalling, transient or sus-
tained, induces the expression of immediate early genes such as
the transcription factor c-Fos. However, only upon sustained ERK
signalling, c-Fos is additionally phosphorylated by ERK, leading to
the stabilization of c-Fos. In contrast, in transient ERK signalling c-
Fos is upregulated but remains unstable at the protein level [29].
Therefore, proteins like c-Fos can function as persistence sensors
for induction of downstream effects such as the neuronal differen-
tiation in PC12 cells in situations of prolonged signalling.

3.3. Frequency encoding

Periodic  signals are abundant in biology, showing a wide spec-
trum of forms, from sharp pulses similar to a relaxation-type
oscillator  to sinusoidal oscillations [2], and covering largely varying
time scales, such as the circadian clock [30] with a period of approx-
imately 24 h or calcium oscillations with periods in the milliseconds
range [18,31,32]. Periodic signals offer particularly diverse pos-
sibilities for information encoding: amplitude, frequency, phase,
oscillation form, number of oscillations are some of the levels at
which information can be encoded.

Frequency encoding indicates that the quantity and quality of
an upstream stimulus controls the frequency of a signal (which
is hence frequency modulated, FM)  and downstream responses
are decoded based on these signal frequencies. Numerous exam-
ples for frequency encoding are known, including classic examples
from neurophysiology, such as encoding of stimuli at the level of
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Fig. 1. Principles of dynamic information transmission. An upstream stimulus is encoded in a specific intracellular signalling event. The signal is then decoded to induce
a cellular response. In these examples, either absolute signalling levels or signalling dynamics, e.g. signal duration, rate of change or frequency, can be read out. Decoding
of different features of a dynamic signal can result in quantitatively (and qualitatively) different responses. For instance, two signals with the same amplitude but different
durations induce the same response, if absolute levels are taken into account, but induce different responses, if signal duration is critical (A). Signals that show different
absolute levels but increase, i.e. ramp, with an identical slope can induce the same response, if the rate of change is taken into account (B). Information can be encoded in
oscillation frequency and hence signals at different absolute levels, but with identical frequency, result in the same cellular response (C).

cycle arrest, this prolonged activity led to changed gene expression
and the induction of senescence and pro-apoptotic factors.

In  the following sections, we will address encoding of infor-
mation in certain features of a dynamic signal and corresponding
decoding mechanisms. Whenever known, relevant network motifs
will be discussed.

3.2.  Signal duration

Certain network topologies have been implicated in encoding
information in the duration of a signal. For instance, coherent feed-
forward loops (e.g. X activates Y, both X and Y are then necessary to
activate Z [4]) can integrate stimulus duration, since these topolo-
gies ensure that a signal is only generated by a prolonged stimulus
and hence function as persistence detectors. As such, noise in the
form of short stimulus fluctuations are buffered and do not lead to
a downstream signalling event [4].

Several molecular examples for duration encoding have been
identified. Besides p53 signalling in response to SSBs (see Section
3.1), ERK signalling in PC12 cells is an example for encoding stimu-
lus identity in signal duration. In PC12 cells, NGF induces persistent
ERK activity via the receptor tyrosine kinase (RTK) TrkA and leads
to differentiation, whereas EGF binds to the EGF receptor (EGFR)
and induces only transient activation and results in proliferation
[24–26]. As in the examples above, the differences in ERK dynamics
can be traced back to different network topologies being employed
upon NGF or EGF stimulation [27].

Artificially mimicking persistent activation of ERK by expression
of a constitutively active MAPK kinase was sufficient to promote
neurite formation in unstimulated cells [24]. Toettcher et al. [28]
used optogenetics to investigate the effect of different ERK signal
durations on NIH3T3 cells (mouse fibroblast cells). By inducing ERK

signalling with varying durations they identified fast responding
genes, activated by ERK pulses of 20 min  each, and other genes, such
as STAT3, that were only activated after a longer activity period of
120 min.

In  2002, Murphy et al. proposed a molecular explanation for the
decoding of ERK signal duration. ERK signalling, transient or sus-
tained, induces the expression of immediate early genes such as
the transcription factor c-Fos. However, only upon sustained ERK
signalling, c-Fos is additionally phosphorylated by ERK, leading to
the stabilization of c-Fos. In contrast, in transient ERK signalling c-
Fos is upregulated but remains unstable at the protein level [29].
Therefore, proteins like c-Fos can function as persistence sensors
for induction of downstream effects such as the neuronal differen-
tiation in PC12 cells in situations of prolonged signalling.

3.3.  Frequency encoding

Periodic  signals are abundant in biology, showing a wide spec-
trum of forms, from sharp pulses similar to a relaxation-type
oscillator  to sinusoidal oscillations [2], and covering largely varying
time scales, such as the circadian clock [30] with a period of approx-
imately 24 h or calcium oscillations with periods in the milliseconds
range [18,31,32]. Periodic signals offer particularly diverse pos-
sibilities for information encoding: amplitude, frequency, phase,
oscillation form, number of oscillations are some of the levels at
which information can be encoded.

Frequency encoding indicates that the quantity and quality of
an upstream stimulus controls the frequency of a signal (which
is hence frequency modulated, FM)  and downstream responses
are decoded based on these signal frequencies. Numerous exam-
ples for frequency encoding are known, including classic examples
from neurophysiology, such as encoding of stimuli at the level of
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Fig. 1. Principles of dynamic information transmission. An upstream stimulus is encoded in a specific intracellular signalling event. The signal is then decoded to induce
a cellular response. In these examples, either absolute signalling levels or signalling dynamics, e.g. signal duration, rate of change or frequency, can be read out. Decoding
of different features of a dynamic signal can result in quantitatively (and qualitatively) different responses. For instance, two signals with the same amplitude but different
durations induce the same response, if absolute levels are taken into account, but induce different responses, if signal duration is critical (A). Signals that show different
absolute levels but increase, i.e. ramp, with an identical slope can induce the same response, if the rate of change is taken into account (B). Information can be encoded in
oscillation frequency and hence signals at different absolute levels, but with identical frequency, result in the same cellular response (C).

cycle arrest, this prolonged activity led to changed gene expression
and the induction of senescence and pro-apoptotic factors.

In  the following sections, we will address encoding of infor-
mation in certain features of a dynamic signal and corresponding
decoding mechanisms. Whenever known, relevant network motifs
will be discussed.

3.2.  Signal duration

Certain network topologies have been implicated in encoding
information in the duration of a signal. For instance, coherent feed-
forward loops (e.g. X activates Y, both X and Y are then necessary to
activate Z [4]) can integrate stimulus duration, since these topolo-
gies ensure that a signal is only generated by a prolonged stimulus
and hence function as persistence detectors. As such, noise in the
form of short stimulus fluctuations are buffered and do not lead to
a downstream signalling event [4].

Several molecular examples for duration encoding have been
identified. Besides p53 signalling in response to SSBs (see Section
3.1), ERK signalling in PC12 cells is an example for encoding stimu-
lus identity in signal duration. In PC12 cells, NGF induces persistent
ERK activity via the receptor tyrosine kinase (RTK) TrkA and leads
to differentiation, whereas EGF binds to the EGF receptor (EGFR)
and induces only transient activation and results in proliferation
[24–26]. As in the examples above, the differences in ERK dynamics
can be traced back to different network topologies being employed
upon NGF or EGF stimulation [27].

Artificially mimicking persistent activation of ERK by expression
of a constitutively active MAPK kinase was sufficient to promote
neurite formation in unstimulated cells [24]. Toettcher et al. [28]
used optogenetics to investigate the effect of different ERK signal
durations on NIH3T3 cells (mouse fibroblast cells). By inducing ERK

signalling with varying durations they identified fast responding
genes, activated by ERK pulses of 20 min  each, and other genes, such
as STAT3, that were only activated after a longer activity period of
120 min.

In  2002, Murphy et al. proposed a molecular explanation for the
decoding of ERK signal duration. ERK signalling, transient or sus-
tained, induces the expression of immediate early genes such as
the transcription factor c-Fos. However, only upon sustained ERK
signalling, c-Fos is additionally phosphorylated by ERK, leading to
the stabilization of c-Fos. In contrast, in transient ERK signalling c-
Fos is upregulated but remains unstable at the protein level [29].
Therefore, proteins like c-Fos can function as persistence sensors
for induction of downstream effects such as the neuronal differen-
tiation in PC12 cells in situations of prolonged signalling.

3.3.  Frequency encoding

Periodic  signals are abundant in biology, showing a wide spec-
trum of forms, from sharp pulses similar to a relaxation-type
oscillator  to sinusoidal oscillations [2], and covering largely varying
time scales, such as the circadian clock [30] with a period of approx-
imately 24 h or calcium oscillations with periods in the milliseconds
range [18,31,32]. Periodic signals offer particularly diverse pos-
sibilities for information encoding: amplitude, frequency, phase,
oscillation form, number of oscillations are some of the levels at
which information can be encoded.

Frequency encoding indicates that the quantity and quality of
an upstream stimulus controls the frequency of a signal (which
is hence frequency modulated, FM)  and downstream responses
are decoded based on these signal frequencies. Numerous exam-
ples for frequency encoding are known, including classic examples
from neurophysiology, such as encoding of stimuli at the level of
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Defining time scales

• Biochemical processes: diffusion, reaction waves
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Diffusion

t ~ 250s (l=50µm and D=10 µm2s-1)

When the production of molecular species is coupled 
to their diffusion, striking spatial–temporal molecular 
patterns can emerge. Reaction–diffusion systems such 
as Turing instabilities21 produce patterns with length 
scales that depend on the details of activator–inhibitor 
interactions22 (BOX 2). Excitable systems manifest charac-
teristic temporal dynamics, in which, for instance, trigger 
wave velocities depend on diffusion and positive feedback 
timescales23. Concentration gradients of molecules where 
the local concentration depends on the production–
degradation rates and on the diffusion/transport  

constants24, define time and length scales of morphogenetic  
fields. The emergent biochemical patterns are read 
and interpreted by cells via cell signalling and direct a 
sequence of downstream cellular decisions. For instance, 
the concentration-dependent activity of morphogens 
transforms a homogeneous field of cells into discrete 
regions of defined length, each with its own morpho-
genetic and differentiation programmes driven by the 
induction of specific changes in gene expression25,26. 
As another example, Turing instabilities control pal-
ate ridges27 and digit number in growing limbs28 in the 
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Fig. 1 | Programme versus self-organization in the flow of morphogenetic 
information. a | Length and timescales of morphogenetic information can 
be defined by biochemical (in red on the left) or mechanical (in blue on the 
right) interactions occurring within the given geometry of the tissue (in grey). 
On the left: the constant of effective diffusion (D) of a molecular species (red 
star) from a spatially restricted production zone and its rate of degradation 
(k) define the local concentration and thus the length scale (λ) and timescale 
(τ) of the cellular and tissue level processes driving shape changes. These 
length and timescales can be quantitatively estimated by measuring D and 
k (equations in the yellow quadrant). The graph on the left illustrates the 
spatial decay of the concentration of a molecular species following an 
exponential decay with length scale λ. On the right: the propagation of 
deformation due to an applied stress can define the length scale (λ) and 
timescale (τ) of morphogenetic events in a tissue. Strain propagation 
depends on the elastic modulus (stiffness) E, the viscosity η and the friction 
coefficient γ . The length (λ) and timescales (τ) are defined quantitatively as 
in the yellow quadrant at the bottom left. The graph illustrates how the 
viscosity of a material impacts on the timescale of deformation following an 
applied stress. A fully elastic material has a coefficient of viscosity equal to 0 
and never dissipates the elastic energy due to the applied stresses (that is, 
they can return to their initial configuration when the stress is released) while 

a viscoelastic material dissipates the elastic energy (that is, it cannot return 
to the initial configuration upon stress release) when the stress is applied for 
long enough beyond a certain timescale. The applied stress is indicated by σ 
and the induced strain by ε. Of note, biochemical interactions and cell and 
tissue mechanics can regulate each other. For instance, biochemical 
signalling can regulate the stiffness/viscosity of the actin cortex or may 
activate force-generating molecular motors. Mechanics can regulate local 
protein concentrations by advection or elicit biochemical signalling via 
mechanotransduction. b | Idealized information flows illustrating how 
morphogenesis could be executed as a programme (middle) or emerge in a 
self-organized fashion (right). Biochemistry, mechanics and geometry are the 
key modules of morphogenesis (as illustrated in part a). In programmed 
morphogenesis the information is fully encapsulated in the initial patterning 
(that is, biochemistry) and geometry of the tissue. This determines fully the 
execution of cell and tissue mechanical operations and the final outcome  
of morphogenesis. The strict hierarchy and the unidirectional flow of 
information are represented by single-headed arrows. In the case of self- 
organized morphogenesis biochemistry, mechanics and geometry  
can regulate each other as a result of multiple feedbacks and thus  
the information emerges and is continuously modulated during the 
morphogenetic process.
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Several new chemical wave svstems have been discovered 
and investigated in the past few years. Propagating fronts 
have been studied in the hromate oxidation of ferroin (20) 
and Epstein and co-workers have studied fronts in the io- 
dide-chlorite (211, ferrous-nitric acid (22). and thiosulfate- 
chlorite (23) reactions. Gowland and Stedman (24) have also 
found fronts in the hydroxylamine-nitric acid reaction. 
Fronts that involve convective flow from density changes or 
reaction exothermicity may exhibit very unusual propaga- 
tion behavior (23). Epstein and co-workers (25) have also 
found target and spiral patterns in the oscillatory iodide- 
chlorite-malonic acid reaction that resemble the reaction- 
diffusion patterns of the BZ reaction. 

For classroom demonstration, target patterns and spiral 
waves in the BZ reaction are still the easiest and most dra- 
matic choice. A "Tested Demonstration" of these waves has 
been presented in this Journal by Field and Winfree (26). 

Nerve Impulses 
In his talk Luther drew several analogies between chemi- 

cal wave propagation and nerve impulse propagation. 
Though the analogies still hold, Luther's conjecture that 
nerve impulses may actually be traveling chemical waves has 
not proved true. Bredig, in his comment on Luther's paper, 
was closer to the truth when he suggested that nerve im- 
pulses are electrical phenomena on the surface membrane of 
cells. We know now, however, that  the analogy between 
chemical waves and nerve impulses is not coincidental hut 
can be traced to deep structural similarities in the mathe- 
matical description of these phenomena (3, 27). Loosely 
speaking, chemical waves spread because diffusion of a reac- 
tive species ("Zundmittel") ahead of the wave sparks the 
autocatalytic production of that  species in neighboring vol- 
ume elements. Similarly, nerve impulses spread by passive 
diffusion of memhrane potential ahead of the wave, which 
sparks a kind of autncatalvtic increase in membrane poten- 
tial. 

In fact, i t  is possible to estimate the speed of propagation 
of a nerve impulse from Luther's equation. A propagating 
nerve impulse obeys the Hodgkin-Huxley equation (28) 

where V = memhrane potential, R = radius of axon, p = 
resistivity of axoplasm, C = membrane capacitance, and f(V, 
. . .)  is a complicated function of memhrane potential and 
ionic conductances. For the giant axon of squid, Hodgkin 
and Huxley report that  R = 240 X 10V m, p = 0.35 ohmm, C 

= 0.01 Farad m-Z, and they observe action potentials of 
speed = 21 m s-I. Now, eq 10 is analogous to eq 3 with 

We estimate k from Figure 14 in Hodgkin and Huxley's 
classic DaDer (28). Durine the initial uDsweeD of an action . .  . . " 
potential, membrane voltage increases nearly exponentially 
with a doubline time of a~vroximatelv one-anarter millisec- 
ond. This ~ o r r & ~ o n d s  to-; rate constant for"autocatalytic" 
growth of 

k = ln = 3 x 103 s-l doubling time 
Combining eqs 8, 11, and 12, we get u = 20 m s-I, which is 
right on the money. 
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Several new chemical wave svstems have been discovered 
and investigated in the past few years. Propagating fronts 
have been studied in the hromate oxidation of ferroin (20) 
and Epstein and co-workers have studied fronts in the io- 
dide-chlorite (211, ferrous-nitric acid (22). and thiosulfate- 
chlorite (23) reactions. Gowland and Stedman (24) have also 
found fronts in the hydroxylamine-nitric acid reaction. 
Fronts that involve convective flow from density changes or 
reaction exothermicity may exhibit very unusual propaga- 
tion behavior (23). Epstein and co-workers (25) have also 
found target and spiral patterns in the oscillatory iodide- 
chlorite-malonic acid reaction that resemble the reaction- 
diffusion patterns of the BZ reaction. 

For classroom demonstration, target patterns and spiral 
waves in the BZ reaction are still the easiest and most dra- 
matic choice. A "Tested Demonstration" of these waves has 
been presented in this Journal by Field and Winfree (26). 

Nerve Impulses 
In his talk Luther drew several analogies between chemi- 

cal wave propagation and nerve impulse propagation. 
Though the analogies still hold, Luther's conjecture that 
nerve impulses may actually be traveling chemical waves has 
not proved true. Bredig, in his comment on Luther's paper, 
was closer to the truth when he suggested that nerve im- 
pulses are electrical phenomena on the surface membrane of 
cells. We know now, however, that  the analogy between 
chemical waves and nerve impulses is not coincidental hut 
can be traced to deep structural similarities in the mathe- 
matical description of these phenomena (3, 27). Loosely 
speaking, chemical waves spread because diffusion of a reac- 
tive species ("Zundmittel") ahead of the wave sparks the 
autocatalytic production of that  species in neighboring vol- 
ume elements. Similarly, nerve impulses spread by passive 
diffusion of memhrane potential ahead of the wave, which 
sparks a kind of autncatalvtic increase in membrane poten- 
tial. 

In fact, i t  is possible to estimate the speed of propagation 
of a nerve impulse from Luther's equation. A propagating 
nerve impulse obeys the Hodgkin-Huxley equation (28) 

where V = memhrane potential, R = radius of axon, p = 
resistivity of axoplasm, C = membrane capacitance, and f(V, 
. . .)  is a complicated function of memhrane potential and 
ionic conductances. For the giant axon of squid, Hodgkin 
and Huxley report that  R = 240 X 10V m, p = 0.35 ohmm, C 

= 0.01 Farad m-Z, and they observe action potentials of 
speed = 21 m s-I. Now, eq 10 is analogous to eq 3 with 

We estimate k from Figure 14 in Hodgkin and Huxley's 
classic DaDer (28). Durine the initial uDsweeD of an action . .  . . " 
potential, membrane voltage increases nearly exponentially 
with a doubline time of a~vroximatelv one-anarter millisec- 
ond. This ~ o r r & ~ o n d s  to-; rate constant for"autocatalytic" 
growth of 

k = ln = 3 x 103 s-l doubling time 
Combining eqs 8, 11, and 12, we get u = 20 m s-I, which is 
right on the money. 
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Several new chemical wave svstems have been discovered 
and investigated in the past few years. Propagating fronts 
have been studied in the hromate oxidation of ferroin (20) 
and Epstein and co-workers have studied fronts in the io- 
dide-chlorite (211, ferrous-nitric acid (22). and thiosulfate- 
chlorite (23) reactions. Gowland and Stedman (24) have also 
found fronts in the hydroxylamine-nitric acid reaction. 
Fronts that involve convective flow from density changes or 
reaction exothermicity may exhibit very unusual propaga- 
tion behavior (23). Epstein and co-workers (25) have also 
found target and spiral patterns in the oscillatory iodide- 
chlorite-malonic acid reaction that resemble the reaction- 
diffusion patterns of the BZ reaction. 

For classroom demonstration, target patterns and spiral 
waves in the BZ reaction are still the easiest and most dra- 
matic choice. A "Tested Demonstration" of these waves has 
been presented in this Journal by Field and Winfree (26). 

Nerve Impulses 
In his talk Luther drew several analogies between chemi- 

cal wave propagation and nerve impulse propagation. 
Though the analogies still hold, Luther's conjecture that 
nerve impulses may actually be traveling chemical waves has 
not proved true. Bredig, in his comment on Luther's paper, 
was closer to the truth when he suggested that nerve im- 
pulses are electrical phenomena on the surface membrane of 
cells. We know now, however, that  the analogy between 
chemical waves and nerve impulses is not coincidental hut 
can be traced to deep structural similarities in the mathe- 
matical description of these phenomena (3, 27). Loosely 
speaking, chemical waves spread because diffusion of a reac- 
tive species ("Zundmittel") ahead of the wave sparks the 
autocatalytic production of that  species in neighboring vol- 
ume elements. Similarly, nerve impulses spread by passive 
diffusion of memhrane potential ahead of the wave, which 
sparks a kind of autncatalvtic increase in membrane poten- 
tial. 

In fact, i t  is possible to estimate the speed of propagation 
of a nerve impulse from Luther's equation. A propagating 
nerve impulse obeys the Hodgkin-Huxley equation (28) 

where V = memhrane potential, R = radius of axon, p = 
resistivity of axoplasm, C = membrane capacitance, and f(V, 
. . .)  is a complicated function of memhrane potential and 
ionic conductances. For the giant axon of squid, Hodgkin 
and Huxley report that  R = 240 X 10V m, p = 0.35 ohmm, C 

= 0.01 Farad m-Z, and they observe action potentials of 
speed = 21 m s-I. Now, eq 10 is analogous to eq 3 with 

We estimate k from Figure 14 in Hodgkin and Huxley's 
classic DaDer (28). Durine the initial uDsweeD of an action . .  . . " 
potential, membrane voltage increases nearly exponentially 
with a doubline time of a~vroximatelv one-anarter millisec- 
ond. This ~ o r r & ~ o n d s  to-; rate constant for"autocatalytic" 
growth of 

k = ln = 3 x 103 s-l doubling time 
Combining eqs 8, 11, and 12, we get u = 20 m s-I, which is 
right on the money. 
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and investigated in the past few years. Propagating fronts 
have been studied in the hromate oxidation of ferroin (20) 
and Epstein and co-workers have studied fronts in the io- 
dide-chlorite (211, ferrous-nitric acid (22). and thiosulfate- 
chlorite (23) reactions. Gowland and Stedman (24) have also 
found fronts in the hydroxylamine-nitric acid reaction. 
Fronts that involve convective flow from density changes or 
reaction exothermicity may exhibit very unusual propaga- 
tion behavior (23). Epstein and co-workers (25) have also 
found target and spiral patterns in the oscillatory iodide- 
chlorite-malonic acid reaction that resemble the reaction- 
diffusion patterns of the BZ reaction. 

For classroom demonstration, target patterns and spiral 
waves in the BZ reaction are still the easiest and most dra- 
matic choice. A "Tested Demonstration" of these waves has 
been presented in this Journal by Field and Winfree (26). 

Nerve Impulses 
In his talk Luther drew several analogies between chemi- 

cal wave propagation and nerve impulse propagation. 
Though the analogies still hold, Luther's conjecture that 
nerve impulses may actually be traveling chemical waves has 
not proved true. Bredig, in his comment on Luther's paper, 
was closer to the truth when he suggested that nerve im- 
pulses are electrical phenomena on the surface membrane of 
cells. We know now, however, that  the analogy between 
chemical waves and nerve impulses is not coincidental hut 
can be traced to deep structural similarities in the mathe- 
matical description of these phenomena (3, 27). Loosely 
speaking, chemical waves spread because diffusion of a reac- 
tive species ("Zundmittel") ahead of the wave sparks the 
autocatalytic production of that  species in neighboring vol- 
ume elements. Similarly, nerve impulses spread by passive 
diffusion of memhrane potential ahead of the wave, which 
sparks a kind of autncatalvtic increase in membrane poten- 
tial. 

In fact, i t  is possible to estimate the speed of propagation 
of a nerve impulse from Luther's equation. A propagating 
nerve impulse obeys the Hodgkin-Huxley equation (28) 

where V = memhrane potential, R = radius of axon, p = 
resistivity of axoplasm, C = membrane capacitance, and f(V, 
. . .)  is a complicated function of memhrane potential and 
ionic conductances. For the giant axon of squid, Hodgkin 
and Huxley report that  R = 240 X 10V m, p = 0.35 ohmm, C 

= 0.01 Farad m-Z, and they observe action potentials of 
speed = 21 m s-I. Now, eq 10 is analogous to eq 3 with 

We estimate k from Figure 14 in Hodgkin and Huxley's 
classic DaDer (28). Durine the initial uDsweeD of an action . .  . . " 
potential, membrane voltage increases nearly exponentially 
with a doubline time of a~vroximatelv one-anarter millisec- 
ond. This ~ o r r & ~ o n d s  to-; rate constant for"autocatalytic" 
growth of 

k = ln = 3 x 103 s-l doubling time 
Combining eqs 8, 11, and 12, we get u = 20 m s-I, which is 
right on the money. 
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Several new chemical wave svstems have been discovered 
and investigated in the past few years. Propagating fronts 
have been studied in the hromate oxidation of ferroin (20) 
and Epstein and co-workers have studied fronts in the io- 
dide-chlorite (211, ferrous-nitric acid (22). and thiosulfate- 
chlorite (23) reactions. Gowland and Stedman (24) have also 
found fronts in the hydroxylamine-nitric acid reaction. 
Fronts that involve convective flow from density changes or 
reaction exothermicity may exhibit very unusual propaga- 
tion behavior (23). Epstein and co-workers (25) have also 
found target and spiral patterns in the oscillatory iodide- 
chlorite-malonic acid reaction that resemble the reaction- 
diffusion patterns of the BZ reaction. 

For classroom demonstration, target patterns and spiral 
waves in the BZ reaction are still the easiest and most dra- 
matic choice. A "Tested Demonstration" of these waves has 
been presented in this Journal by Field and Winfree (26). 

Nerve Impulses 
In his talk Luther drew several analogies between chemi- 

cal wave propagation and nerve impulse propagation. 
Though the analogies still hold, Luther's conjecture that 
nerve impulses may actually be traveling chemical waves has 
not proved true. Bredig, in his comment on Luther's paper, 
was closer to the truth when he suggested that nerve im- 
pulses are electrical phenomena on the surface membrane of 
cells. We know now, however, that  the analogy between 
chemical waves and nerve impulses is not coincidental hut 
can be traced to deep structural similarities in the mathe- 
matical description of these phenomena (3, 27). Loosely 
speaking, chemical waves spread because diffusion of a reac- 
tive species ("Zundmittel") ahead of the wave sparks the 
autocatalytic production of that  species in neighboring vol- 
ume elements. Similarly, nerve impulses spread by passive 
diffusion of memhrane potential ahead of the wave, which 
sparks a kind of autncatalvtic increase in membrane poten- 
tial. 

In fact, i t  is possible to estimate the speed of propagation 
of a nerve impulse from Luther's equation. A propagating 
nerve impulse obeys the Hodgkin-Huxley equation (28) 

where V = memhrane potential, R = radius of axon, p = 
resistivity of axoplasm, C = membrane capacitance, and f(V, 
. . .)  is a complicated function of memhrane potential and 
ionic conductances. For the giant axon of squid, Hodgkin 
and Huxley report that  R = 240 X 10V m, p = 0.35 ohmm, C 

= 0.01 Farad m-Z, and they observe action potentials of 
speed = 21 m s-I. Now, eq 10 is analogous to eq 3 with 

We estimate k from Figure 14 in Hodgkin and Huxley's 
classic DaDer (28). Durine the initial uDsweeD of an action . .  . . " 
potential, membrane voltage increases nearly exponentially 
with a doubline time of a~vroximatelv one-anarter millisec- 
ond. This ~ o r r & ~ o n d s  to-; rate constant for"autocatalytic" 
growth of 

k = ln = 3 x 103 s-l doubling time 
Combining eqs 8, 11, and 12, we get u = 20 m s-I, which is 
right on the money. 
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in greater detail. We begin with the most venerable biological trig-
ger wave, the action potential.

ACTION POTENTIALS
Action potentials originate at the axon hillock (Figure 1A) and prop-
agate down the axon at an undiminishing speed and amplitude 
(Figure 1B). Typically, action potentials occur at irregular time inter-
vals, but in some cases, circuits of neurons fire with a regular 
period.

The key protein in the generation and propagation of the action 
potential is the voltage-sensitive sodium channel (Figure 1C). When 
the plasma membrane begins to depolarize, that is, the intracellular 
side of the membrane becomes less negative with respect to the 
extracellular side, stochastic opening of the voltage-sensitive so-
dium channels occurs more frequently. Channel opening allows so-
dium to rush inward down its concentration and potential gradients, 
depolarizing the membrane further. This constitutes a positive feed-
back loop (Figure 1C), and in principle the cycle of depolarization → 
channel opening → depolarization could continue until the inside of 
the cell is positive enough to keep more Na+ from flowing inward. 
The fact that the feedback loop is operating at the level of protein 

range over nine orders of magnitude, the underlying dynamical pro-
cesses are similar.

Here we review the topic of how trigger waves are generated, 
with the goal of explaining in a self-contained way the mechanistic 
basis of these beautiful and important phenomena. For readers in-
terested in more detail on the physics of trigger waves, the classic 
review by Tyson and Keener (1988) and the analysis of propagating 
fronts presented by Rinzel and Terman (1982), Elphick et al. (1997), 
and Hagberg and Meron (1994) are recommended.

We use a set of equations well known to physicists, the 
FitzHugh–Nagumo (FHN) model (FitzHugh, 1961; Nagumo et al., 
1964). Originally proposed as a simplification of the Hodgkin–
Huxley model of action potentials (Hodgkin and Huxley, 1952), the 
FHN equations can be viewed as a simple and general model of 
interlinked positive and negative feedback loops that can produce 
various types of dynamical responses, including switches, pulses, 
and oscillations. Moreover, by adding diffusion to the FHN model, 
one can produce trigger waves that rapidly propagate these 
switches, pulses, and oscillations over large distances. Before 
beginning with the analysis of the FHN model, it is helpful to ex-
amine some of the circuits that generate biological trigger waves 

FIGURE 1: Examples of biological trigger waves. (A–C) Action potentials. (A) Action potentials are generated at the 
axon hillock and propagate distally down the axon. (B) Recordings of an action potential traveling down an axon, 
measured by an array of extracellular electrodes. The inward flux of Na+ during an action potential registers as a 
negative deflection of the potential registered by the extracellular electrodes. (Adapted from Bakkum et al., 2013.) 
(C) Schematic view of the circuit that generates the action potential. (D–F) Calcium waves in fertilized eggs. (D) Calcium 
waves are generated at the sperm entry point and spread across the egg. (E) Calcium concentrations as a function of 
time in a fertilized oocyte from the milky ribbon worm, Cerebratulus lacteus, as measured by ratiometric imaging after 
calcium green loading. (Taken from Stricker, 1999.) (F) Schematic view of the circuit that generates calcium waves. 
(G–I) Mitotic waves in Xenopus eggs. (G) About 1 h after fertilization and the postfertilization calcium wave, a wave of 
Cdk1 activation spreads from near the centrosome to the cortex of the cell. (H) Waves of mitosis in Xenopus egg 
extracts. Thin Teflon tubes were filled with cycling Xenopus egg extracts together with sperm chromatin and a nuclear 
localization signal–green fluorescent protein marker. Waves of nuclear envelope breakdown spread from the fastest 
regions of the cytoplasm, near the middle of this section of the tube, outward. (Taken from Chang and Ferrell, 2013.) 
(I) Schematic view of the circuit that generates waves of cyclin B-Cdk1 activation.
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reaction doubling time

t ~ 50ms (sciatic nerve)
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• Mechanical processes - ex: active viscoelastic flow

When the production of molecular species is coupled 
to their diffusion, striking spatial–temporal molecular 
patterns can emerge. Reaction–diffusion systems such 
as Turing instabilities21 produce patterns with length 
scales that depend on the details of activator–inhibitor 
interactions22 (BOX 2). Excitable systems manifest charac-
teristic temporal dynamics, in which, for instance, trigger 
wave velocities depend on diffusion and positive feedback 
timescales23. Concentration gradients of molecules where 
the local concentration depends on the production–
degradation rates and on the diffusion/transport  

constants24, define time and length scales of morphogenetic  
fields. The emergent biochemical patterns are read 
and interpreted by cells via cell signalling and direct a 
sequence of downstream cellular decisions. For instance, 
the concentration-dependent activity of morphogens 
transforms a homogeneous field of cells into discrete 
regions of defined length, each with its own morpho-
genetic and differentiation programmes driven by the 
induction of specific changes in gene expression25,26. 
As another example, Turing instabilities control pal-
ate ridges27 and digit number in growing limbs28 in the 

λ = √D/k 
τ = λ2/D 
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Fig. 1 | Programme versus self-organization in the flow of morphogenetic 
information. a | Length and timescales of morphogenetic information can 
be defined by biochemical (in red on the left) or mechanical (in blue on the 
right) interactions occurring within the given geometry of the tissue (in grey). 
On the left: the constant of effective diffusion (D) of a molecular species (red 
star) from a spatially restricted production zone and its rate of degradation 
(k) define the local concentration and thus the length scale (λ) and timescale 
(τ) of the cellular and tissue level processes driving shape changes. These 
length and timescales can be quantitatively estimated by measuring D and 
k (equations in the yellow quadrant). The graph on the left illustrates the 
spatial decay of the concentration of a molecular species following an 
exponential decay with length scale λ. On the right: the propagation of 
deformation due to an applied stress can define the length scale (λ) and 
timescale (τ) of morphogenetic events in a tissue. Strain propagation 
depends on the elastic modulus (stiffness) E, the viscosity η and the friction 
coefficient γ . The length (λ) and timescales (τ) are defined quantitatively as 
in the yellow quadrant at the bottom left. The graph illustrates how the 
viscosity of a material impacts on the timescale of deformation following an 
applied stress. A fully elastic material has a coefficient of viscosity equal to 0 
and never dissipates the elastic energy due to the applied stresses (that is, 
they can return to their initial configuration when the stress is released) while 

a viscoelastic material dissipates the elastic energy (that is, it cannot return 
to the initial configuration upon stress release) when the stress is applied for 
long enough beyond a certain timescale. The applied stress is indicated by σ 
and the induced strain by ε. Of note, biochemical interactions and cell and 
tissue mechanics can regulate each other. For instance, biochemical 
signalling can regulate the stiffness/viscosity of the actin cortex or may 
activate force-generating molecular motors. Mechanics can regulate local 
protein concentrations by advection or elicit biochemical signalling via 
mechanotransduction. b | Idealized information flows illustrating how 
morphogenesis could be executed as a programme (middle) or emerge in a 
self-organized fashion (right). Biochemistry, mechanics and geometry are the 
key modules of morphogenesis (as illustrated in part a). In programmed 
morphogenesis the information is fully encapsulated in the initial patterning 
(that is, biochemistry) and geometry of the tissue. This determines fully the 
execution of cell and tissue mechanical operations and the final outcome  
of morphogenesis. The strict hierarchy and the unidirectional flow of 
information are represented by single-headed arrows. In the case of self- 
organized morphogenesis biochemistry, mechanics and geometry  
can regulate each other as a result of multiple feedbacks and thus  
the information emerges and is continuously modulated during the 
morphogenetic process.

Strain
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Defining time scales

is long-ranged. We determined , by calculating the theoretical flow
profile from the experimental myosin distribution (Fig. 4b). The cal-
culated profile best matches the experimentally measured one for
, < 14mm, demonstrating that localized contractions can move the
cortex over a significant fraction of the length of the embryo. We
propose that the existence of anisotropies in cortical tension and the
absence of tension gradients result from the biological necessity of
contractile flow to be long-ranged, suggesting that cortical properties
are tuned to enable long-ranged flow for robust AP polarization.

Finally, we tested whether changes in the turnover and activity of
cortical components affect cortical viscosity24,25. Mild depletion of the
actin depolymerizing/severing factor cofilin (UNC-60) or the myosin
regulatory light chain (MLC-4) increased the NMY-2–GFP turnover
time approximately 2.5-fold. We observed that it also increased the
hydrodynamic length scale to more than 25mm in both cases, consistent
with an increased viscosity (Supplementary Fig. 10). Conversely, we
found that treatment with the actin polymerization inhibitor cytocha-
lasin D induced a period of short-ranged flow (Supplementary Fig. 11,
Supplementary Movie 14), consistent with a reduced viscosity due to
actin meshwork disassembly, before flows were lost entirely28. These
results illustrate that the emergence of cortical viscosity is closely related
to the activity and turnover of cortical components, and it might be
interesting to investigate whether cortical viscosity itself is subject to
spatio-temporal regulation29.

By mapping cortical tension through location- and direction-sensitive
COLA measurements, we have unveiled the physical mechanisms of
cortical flow in C. elegans. Many developmental rearrangements both
at the single-cell level and in multicellular tissues rely on tension and
flow5,30, and it will be interesting to see whether they are governed by
similar physical principles.

METHODS SUMMARY
Culture conditions, strains and gene silencing by RNAi. Worm strains, handling
and RNAi conditions used in this study are detailed in the Supplementary Methods.
COLA. We conducted cortical laser ablation using methods similar to those in ref.
14. We performed COLA at 30% retraction by applying 50 ultraviolet pulses at
500 Hz to five equidistant sites along a 6-mm line. We analysed the initial outward
velocity v0 after COLA using particle image velocimetry (PIV).
PIV. We determined the initial outward velocity v0 after COLA and the overall
flow fields of polarizing embryos with a custom-made PIV algorithm (detailed in
the Supplementary Methods) using Matlab (Mathworks) and implementing
Gaussian fitting to achieve subpixel resolution.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.

Received 30 November 2009; accepted 16 July 2010.
Published online 19 September 2010.
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Figure 4 | Flow and density profiles demonstrate long-ranged flow.
a, NMY-2–GFP at 30% retraction with PIV flow field; AP velocity proportional
to length of arrows. b, Averaged NMY-2 density (black triangles) and cortical
flow velocity (green circles) as functions of position along the AP axis. n 5 75
embryos; error bars, error of the mean at 95% confidence. Green curves,
theoretical velocity profiles, with contractility directly proportional to the
measured NMY-2 density (solid curve, , 5 0.30 AP length) and for saturation
(dashed curve, , 5 0.27 AP length, Supplementary Information Section 4.3).

c, Cortical flow can be decomposed into translocation (anterior movement) and
deformation (compression). d, Sketch of the flowing embryo cortex (grey)
moving with respect to the cytoplasm and outer layers; TI, parallel cortical
tension; TH, orthogonal cortical tension. Green arrow, anterior-directed flow.
e, Internal viscosity and external friction set a hydrodynamic length scale
, 5 (g/c)1/2. If friction dominates (top), local contraction (shaded box) only
results in the expansion of adjacent material. To achieve long-ranged flow
(bottom), viscosity must dominate over friction (Supplementary Movie 13).

RESEARCH LETTER

6 2 0 | N A T U R E | V O L 4 6 7 | 3 0 S E P T E M B E R 2 0 1 0

Macmillan Publishers Limited. All rights reserved©2010

Mayer, M., Depken, M., Bois, J. S., Julicher, F. 
& Grill, S. W. Nature 467, 617–621 (2010). 

Fig. 2. Actomyosin ring tension and flow. (A)
Tg(actb1:myl12.1-eGFP) embryos at 65% epiboly
where the actomyosin ring was cut along a 20-mm
line perpendicular (red) and parallel (green) to the
EVL margin. Scale bars, 10 mm. (B) Initial laser cut
recoil velocities at different stages of epiboly for
perpendicular (red) and parallel cuts (green) as
obtained by exponentially fitting the quantified
recoil velocity curves (fig. S2, A to E). Error bars
represent the 95% confidence interval of the fit
result. (C) Cortical flows within the actomyosin ring
of a Tg(actb1:myl12.1-eGFP) embryo injected with
lifeact-RFP mRNA labeling myosin-2 (left) and
F-actin (right), respectively, at 60% epiboly (movie
S8). The EVL margin (blue line) and the two-
dimensional (2D) vector field of actomyosin flow
(yellow arrows) are shown. Scale bar, 20 mm. (D)
Average profile of cortical flow in embryos at 60
to 70% epiboly (N = 22). Negative velocities cor-
respond to flow toward the animal pole. Inhibiting
myosin-2 activity by treatment with blebbistatin
reduces recoil velocities for both parallel and per-
pendicular cuts as well as retrograde flow, indicating
that cortical tension and flow are due to myosin-2
activity (fig. S4).
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Fig. 3. Theoretical description of EVL epiboly. (A)
The EVL and actomyosin ring are represented by
two thin and compressible viscous layers with an
internal active tension, lying on a sphere and
mechanically connected at the EVL margin. (i)
Circumferential tension within the ring coupled to
the embryo curvature moves the EVL toward the
closest pole. (ii) Myosin-dependent retrograde flow
coupled to friction against an underlying substrate
generates a pulling force on the EVL. (B) Global fit
of the model predictions for flows (blue curves,
left), ring advancement velocity (blue curve, middle),
and tensions (green and red dots, right) compared
to the experimentally measured EVL and actomyo-
sin ring flow profiles, and actomyosin ring relative
tensions obtained from laser ablation (gray curves
and dots in the respective panels) at successive
epiboly stages. Experimental data are fitted to
Eqs. 42 to 46 in the supplementary material. Ten-
sions are normalized to the average ring tension
〈t〉: The fitting procedure yields the hydrodynamic
length l = 76 T 10 mm indicative of nonzero friction
exerted on the actomyosin ring.
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Forces Driving Epithelial Spreading
in Zebrafish Gastrulation
Martin Behrndt,1,2* Guillaume Salbreux,3* Pedro Campinho,2 Robert Hauschild,2 Felix Oswald,1
Julia Roensch,2 Stephan W. Grill,3,1† Carl-Philipp Heisenberg2†
Contractile actomyosin rings drive various fundamental morphogenetic processes ranging from
cytokinesis to wound healing. Actomyosin rings are generally thought to function by circumferential
contraction. Here, we show that the spreading of the enveloping cell layer (EVL) over the yolk cell during
zebrafish gastrulation is driven by a contractile actomyosin ring. In contrast to previous suggestions,
we find that this ring functions not only by circumferential contraction but also by a flow-friction
mechanism. This generates a pulling force through resistance against retrograde actomyosin flow. EVL
spreading proceeds normally in situations where circumferential contraction is unproductive, indicating
that the flow-friction mechanism is sufficient. Thus, actomyosin rings can function in epithelial
morphogenesis through a combination of cable-constriction and flow-friction mechanisms.

In zebrafish epiboly, the enveloping cell layer
(EVL) surface epithelium formed at the ani-
mal pole of the gastrula (1) spreads over the

entire yolk cell to completely engulf it at the end
of gastrulation. EVLmovements are independent
of epiboly movements of the deep cells below
(2), but require contact between the EVL and the
yolk syncytial layer (YSL) to which the EVL is
connected at itsmargin (3,4).Contractile actomyosin
rings drivemany fundamental morphogenetic pro-
cesses (5–9), and it has been proposed that in

zebrafish a contractile actomyosin ring within the
YSL, a thin cytoplasmic layer at the surface of
the yolk cell, drives EVL epiboly by pulling on
the edge of the EVL (4, 10, 11). However, the
force-generating mechanisms by which this ring
drives EVL epiboly movements remain elusive.

To investigate the physical mechanisms driv-
ing EVL epiboly, we first examined the global
distribution of actin and myosin-2 within the
embryo (movies S1 and S2). Just after the onset
of epiboly, when the EVL covers 40% of the
spherical yolk cell (40% epiboly; 5 hours post-
fertilization, hpf), we observed an accumulation
of both actin and myosin-2 within the YSL in a
band-like structure close to the margin of the
EVL (Fig. 1A). This initially broad actomyosin
band (85.8 T 11.8 mm; errors denote error of the
mean at 95% confidence unless noted otherwise)
decreases its width during EVL epiboly pro-
gression, eventually forming a tight circumfer-

ential ring-like structure (32.2 T 3.5 mm) at 70
to 80% epiboly (7.5 to 8.5 hpf; Fig. 1, A to C).

We then asked if the YSL actomyosin ring
drives EVL epibolymovements. Previous studies
on the function of the mitogen-activated protein
kinase (MAPK) pathway components traf2/nika
(4) and mapkapk2 (11) suggested that actomyo-
sin contractility within the YSL affects EVL epib-
oly movements. To directly test whether YSL
actomyosin contractility drives EVL epiboly, we
locally disrupted the YSL actomyosin ring close
to the EVL margin in 60% epiboly-stage em-
bryos (6.5 hpf ) with an ultraviolet (UV) laser
cutter (12). This caused considerable delays in
epiboly movements of the EVL margin directly
adjacent to the ablation site (Fig. 1, D to F, and
movie S3), suggesting that the YSL actomyosin
ring is required for EVL epiboly movements and
that its functional requirement is locally restricted.

We next sought to understand how YSL ac-
tomyosin ring contractility drives EVL epiboly
movements. One possibility is that the ring ac-
tively generates tension along its circumference,
which due to the spherical geometry of the em-
bryo gives rise to a force pulling on the EVL
margin (supplementary material). To test for the
presence of circumferential tension within the
YSL actomyosin ring, we used a UV laser cutter
(12) to sever the actomyosin network along a
20-mm-long line 20 mm away from the EVL/YSL
border in an orientation perpendicular to the EVL
margin (Fig. 2A and movie S4). Perpendicular
cuts resulted in rapid recoil velocities of the ac-
tomyosin network at 60 to 70% epiboly that de-
cayed exponentially over time (12) (6.5 to 7.5
hpf; vcut = 19.1 T 1.5 mm/s, t = 1.7 T 0.2 s,N = 40;
fig. S2D). Repeating this experiment at different
stages of EVL epiboly revealed that initial recoil

1Max Planck Institute of Molecular Cell Biology and Genet-
ics, Pfotenhauerstrasse 108, 01307 Dresden, Germany. 2In-
stitute of Science and Technology Austria, Am Campus 1, 3400
Klosterneuburg, Austria. 3Max Planck Institute for the Physics
of Complex Systems, Nöthnitzer Strasse 38, 01187 Dresden,
Germany.

*These authors contributed equally to this work.
†To whom correspondence should be addressed. E-mail:
grill@mpi-cbg.de (S.W.G); heisenberg@ist.ac.at (C.-P.H.)

Fig. 1. Actomyosin ring mor-
phogenesis and function. (A and
B) In Tg(actb1:myl12.1-eGFP)
embryos at 40% epiboly (A),
an initially diffuse and broad ac-
tomyosin band (orange bar) nar-
rows along the AV axis to form
a distinct cable-like structure
at 70% epiboly (B). Scale bar,
100 mm. (C) Quantification of
myosin-2 peak fluorescence
intensity and width of the ac-
tomyosin ring during epiboly
(supplementary material; fig. S1).
Error bars correspond to error
of themean at 95% confidence
unless noted otherwise. (D and
E) Local disruption of the acto-
myosin ring in Tg(actb1:myl12.1-
eGFP) embryos at 60% epiboly
by consecutive UV-laser abla-
tion [white dashed rectangle,
(D)] reduces advancement of
the adjacent EVL margin [dark
blue, (E)]. Scale bar, 50 mm. (F)
Quantification of advancement rate of the EVL margin adjacent (dark blue) and farther away (light blue) from the ablation site by particle image velocimetry
show a 22.6 T 6.3% reduction. P = 0.000015.
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Tuning time scales globally

been established for both mouse and human
(20–23). To ensure comparison of similar axial
levels in both species, we initially exposed
mouse ESCs to a 20-hour pulse of WNT sig-
naling and human ESCs to a 72-hour pulse
(20, 24). This generated cells with a posterior
epiblast identity—so-called neuromesodermal
progenitors—that express a suite of genes, in-
cluding T/TBXT, SOX2, and CDX2 (20, 25) (fig.
S2A). These were then exposed to 100 nM ret-
inoic acid (RA), which acts as a neuralizing
signal, and to 500 nM smoothened agonist
(SAG) that ventralizes neural progenitors (26)
(Fig. 2, A and B). For bothmouse and human,

this resulted in the efficient generation of pMNs
expressing OLIG2 (Fig. 2, C and D, and fig. S2,
B and C) and MNs expressing ISLET1 (ISL1),
HB9/MNX1, and neuronal class III b tubulin
(TUBB3) (Fig. 2, E and F). Progenitors that had
not differentiated into neurons switched from
OLIG2 expressing pMNs to p3 progenitors ex-
pressing NKX2.2 (Fig. 2, C and D). Mouse and
human MNs expressed HOXC6, characteristic
of forelimb-level spinal cordMNs (27) (Fig. 2F),
indicating that pMNs and MNs with similar
axial levels were being produced in both cases.
Comparison of the two species revealed the

same sequence of gene expression changes:

expression of Pax6 in newly induced neural
progenitors, followed by the expression of the
pMNmarker Olig2, which precedes the induc-
tion of postmitotic MNmarkers, including Isl1
(Fig. 2, C to G, and fig. S2B). But the rate of
progression differed. Immunofluorescence and
reverse transcription–quantitative polymerase
chain reaction (RT-qPCR) assays for specific
components of the GRN indicated that, after
the addition of RA and SAG, the onset of ISL1
expression took2 to 3days inmousebut~6days
in human (Fig. 2, E to G and K), consistent
with the slower developmental progression in
the developing human embryonic spinal cord.

Rayon et al., Science 369, eaba7667 (2020) 18 September 2020 2 of 13

Fig. 1. Comparison of neural tube development in mouse and human
embryos. (A) Schema of mouse and human neural tube development.
W, embryonic week. (B to D) Immunofluorescence in transverse sections
of mouse and human cervical neural tube from E9.0 to E11.5 in mouse
embryos and CS11 to CS17 in human embryos. In (B), expression of
progenitor markers PAX6 (green), OLIG2 (magenta), and NKX2.2 (cyan) is

shown. In (C), pan-neural progenitor marker SOX2 (blue) and motor neuron
markers ISL1 (magenta) and HB9/MNX1 (cyan) at neurogenic stages are
shown. As shown in (D), ventral expression of gliogenic markers NFIA (red)
and SOX9 (blue) in the neural tube can be detected from E10.5 in mouse and
CS15 in human. NFIA also labels neurons, as indicated by TUBB3 (cyan)
staining. Scale bars are 50 mm.
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Fig. 2. A global scaling factor for in vitro differentiation of mouse
and human MNs. (A) Schema of mouse ESCs differentiated to MNs. Spinal
cord progenitors were generated via a neuromesodermal progenitor
(NMP) state induced by the addition of FGF, WNT, and dual SMAD inhibition
signals for 24 hours (blue rectangle) and subsequently exposed to the
neuralizing signal RA and SAG to ventralize the cells (green). (B) Schema
of the analogous strategy used for human ESCs to generate MNs, where the
addition of FGF, WNT, and dual SMAD inhibition signals lasts 72 hours.
(C) Expression of neural progenitor markers (PAX6, OLIG2, NKX2.2) between
days 1 and 3 in mouse MN differentiation. (D) Expression of NP markers
(PAX6, OLIG2, NKX2.2) at days 4, 6, and 8 in human MN differentiation.
(E) Expression of MN markers (ISL1, HB9/MNX1) in mouse and human MNs.
Mouse MNs can be detected by days 2 to 3, whereas human MNs are not
detected until days 8 and 10. (F) HOXC6 expression in MNs characterized by
ISL1 and TUBB3 expression at day 3 in mouse and at day 10 in human.
In (C) to (F), scale bars are 50 mm. (G) RT-qPCR analysis of Pax6, Olig2, Nkx2.2, and
Isl1 expression in mouse and human differentiation reveals a conserved

progression in gene expression but a different tempo (human n = 3 in
triplicate, mouse n = 3 in triplicate). Shaded areas indicate 95% CI.
(H) Heatmap of RNA-seq data from mouse and human MN differentiation
indicating the normalized expression of selected markers representative of
neuromesodermal progenitors, neural progenitors, neurons, glia, and
mesoderm cell types (mouse n = 3, human n = 3). (I) Heatmap of the pair-
wise Pearson correlation coefficients of the transcriptomes of mouse
(vertical) and human (horizontal) differentiation at the indicated time points.
High positive correlation is indicated by values close to 1 (red). The white
line shows a linear fit of the Pearson correlation with a temporal scaling
factor of 2.5 ± 0.2 (median ± SD). (J) Scaling factor for transcriptome
clusters that contain Pax6, Olig2, Nkx2.2, and Isl1. (K) Significant differences
in the peak of gene expression in the RT-qPCR experiments between
mouse (orange) and human (blue) (human n = 3 in triplicate, mouse n = 3
in triplicate). Two-way ANOVA with Tukey’s multiple comparison post hoc
test; ***adjusted p < 0.001. (L) Time-factor estimations for cluster pairs
with a high proportion of orthologous genes.
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been established for both mouse and human
(20–23). To ensure comparison of similar axial
levels in both species, we initially exposed
mouse ESCs to a 20-hour pulse of WNT sig-
naling and human ESCs to a 72-hour pulse
(20, 24). This generated cells with a posterior
epiblast identity—so-called neuromesodermal
progenitors—that express a suite of genes, in-
cluding T/TBXT, SOX2, and CDX2 (20, 25) (fig.
S2A). These were then exposed to 100 nM ret-
inoic acid (RA), which acts as a neuralizing
signal, and to 500 nM smoothened agonist
(SAG) that ventralizes neural progenitors (26)
(Fig. 2, A and B). For bothmouse and human,

this resulted in the efficient generation of pMNs
expressing OLIG2 (Fig. 2, C and D, and fig. S2,
B and C) and MNs expressing ISLET1 (ISL1),
HB9/MNX1, and neuronal class III b tubulin
(TUBB3) (Fig. 2, E and F). Progenitors that had
not differentiated into neurons switched from
OLIG2 expressing pMNs to p3 progenitors ex-
pressing NKX2.2 (Fig. 2, C and D). Mouse and
human MNs expressed HOXC6, characteristic
of forelimb-level spinal cordMNs (27) (Fig. 2F),
indicating that pMNs and MNs with similar
axial levels were being produced in both cases.
Comparison of the two species revealed the

same sequence of gene expression changes:

expression of Pax6 in newly induced neural
progenitors, followed by the expression of the
pMNmarker Olig2, which precedes the induc-
tion of postmitotic MNmarkers, including Isl1
(Fig. 2, C to G, and fig. S2B). But the rate of
progression differed. Immunofluorescence and
reverse transcription–quantitative polymerase
chain reaction (RT-qPCR) assays for specific
components of the GRN indicated that, after
the addition of RA and SAG, the onset of ISL1
expression took2 to 3days inmousebut~6days
in human (Fig. 2, E to G and K), consistent
with the slower developmental progression in
the developing human embryonic spinal cord.

Rayon et al., Science 369, eaba7667 (2020) 18 September 2020 2 of 13

Fig. 1. Comparison of neural tube development in mouse and human
embryos. (A) Schema of mouse and human neural tube development.
W, embryonic week. (B to D) Immunofluorescence in transverse sections
of mouse and human cervical neural tube from E9.0 to E11.5 in mouse
embryos and CS11 to CS17 in human embryos. In (B), expression of
progenitor markers PAX6 (green), OLIG2 (magenta), and NKX2.2 (cyan) is

shown. In (C), pan-neural progenitor marker SOX2 (blue) and motor neuron
markers ISL1 (magenta) and HB9/MNX1 (cyan) at neurogenic stages are
shown. As shown in (D), ventral expression of gliogenic markers NFIA (red)
and SOX9 (blue) in the neural tube can be detected from E10.5 in mouse and
CS15 in human. NFIA also labels neurons, as indicated by TUBB3 (cyan)
staining. Scale bars are 50 mm.
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• Developmental tempo and protein stability

• Specification of motoneurons in the 
vertebrate neural tube depends on a Gene 
Regulatory Network (GRN) and growth factor 
signalling (Shh morphogen gradient) 

• In Mouse and Human the tempo is different 
by a factor of ~2.5 fold (3-4 days vs 2 weeks) 

• This can be recapitulated in vitro

Rayon et al. and J. Briscoe, Science 369, eaba7667 (2020)
Matsuda et al and M. Ebisuya, Science 369, eaba7668 (2020)
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• Developmental tempo and protein stability
• The 2.5 fold difference in tempo is: 
• Not due to a difference sensitivity to Shh signalling 
(Similar Shh signalling dynamics is associated with different 
transcriptional regulation of target genes) 
• Not associated with a difference in specie’s sequence of 

target genes (eg. replacing Olig2 gene from human to 
mouse in ES cells does not change the tempo). 

• Indicates, species specific cellular environment.

decay rate is an effective mechanism to reg-
ulate developmental tempo.
A prediction that arises from this analysis

is that theTFs comprising theGRNthat regulate
MN differentiation should be more stable in
humanneural progenitors than inmouse neural
progenitors, and that a two-fold decrease in
protein decay would give a scaling factor of
~2.5. To test this, we performed pulse-chase
experiments labeling nascent proteins with
AHA, conjugated labeled proteins to biotin,
and pulled them down with streptavidin beads
to purify. This revealed that pan-neural pro-
teins SOX1 and SOX2 had longer lifetimes
thanOLIG2 andNKX6.1 proteins in both species
(Fig. 6A and fig. S6, F andG).Moreover, human
NKX6.1 and OLIG2 were ~2-fold more sta-
ble than their mouse homologs (mNKX6.1 ≈
2.5 hours versus hNKX6.1≈ 6 hours;mOLIG2≈
3.5 hours versus hOLIG2 ≈ 6.8 hours) (Fig.
6A and fig. S6, F and G). These results are
consistent with the predictions of the model

and the nonlinear relationship between decay
rates and tempo scaling.
The identification of a global increase in the

lifetime of proteins in human neural progen-
itors comparedwithmouse neural progenitors
raised the possibility that exogenous proteins
would show species-specific stability. To this
end, we generated Patched1::mKate2 reporter
lines in mouse and human stem cells. In these
lines, themonomeric far-red fluorescent protein
Katushka-2 (mKate2) was fused to the C ter-
minus of endogenous Ptch1 bymeans of a self-
cleaving peptide (fig. S8A). In this way, we could
modulate mKATE2 expression, driven by the
Shh responsive Ptch1, using small-molecule
activators and inhibitors of Shh signaling. To
measuremKATE2 stability in neural progenitors,
we inducedmKate2 expression by addition of
SAG (fig. S8B). Then,we added the smoothened
antagonist vismodegib (42) to block Shh sig-
naling, thereby repressing new mKATE2 pro-
duction. We assayed the decay of mKATE2

fluorescence in inhibited cells. FACS analysis
showed ahalf-life of 17.7 ± 2.3 hours formKate2
in mouse cells. By contrast, the half-life of the
samemKATE2protein inhuman cellswas 32.9 ±
7.3 hours (Fig. 6, B and C). These results indi-
cate that protein half-life is species-specific.
The long half-life of mKATE2 raised the

possibility that dilution, after cell division,
contributed to the measured decay rate (39).
Differences in the cell cycle time between
mouse and human cells have been measured
(43–46) and could therefore contribute to the
difference in mKATE2 lifetime in neural pro-
genitors. To test this, we assayed total cell
cycle length using cumulative 5-ethynyl-2′-
deoxyuridine (EdU) labeling of mouse and
human neural progenitors (Fig. 6, D and E,
and fig. S9, A and B) (47). Cell cycle duration in
equivalent stagedneural progenitors frommouse
and human was 10.8 ± 8.3 hours compared with
28.4± 13.9 hours, respectively, in accordancewith
cell cycle measurements in other human and

Rayon et al., Science 369, eaba7667 (2020) 18 September 2020 7 of 13

Fig. 5. Protein stability in the GRN corresponds to
tempo differences between species. (A) Normalized
EU incorporation measurements to estimate mRNA
half-life in mouse (orange) and human (blue) neural
progenitors. Line and shaded areas show best exponential
fit and 70% HDI (mouse day 2 n = 5, human day 4 n = 3,
human day 8 n = 5). (B) Half-life of the transcriptome in
mouse neural progenitors at day 2 (orange) and in
human neural progenitors at day 4 (dark blue) and day 8
(light blue). Boxplots indicate the 25th to the 75th
percentile of the range, and whiskers show values within
1.5 times the interquartile range of the 25th and 75th
percentiles. (C) Normalized AHA measurements of the
proteome in mouse (orange) and human (blue) neural
progenitors to estimate protein stability (mouse day 2
n = 6, human day 4 n = 4, human day 8 n = 4). (D) Global
stability of the proteome in mouse neural progenitors at
day 2 (orange) and in human neural progenitors at day 4
(dark blue) and day 8 (light blue). Boxplots indicate the
25th to the 75th percentile of the range, and whiskers
show values within 1.5 times the interquartile range of
the 25th and 75th percentiles. Statistical significance (**)
corresponds with <0.01 overlap between the distributions
of parameter estimations. (E) Temporal dynamics of
the computational model of the neural tube GRN in mouse
(top), and the predicted human behavior (bottom),
simulated by halving the decay rates of the proteins of the
network. The inset diagram shows the cross-repressive
GRN comprising the transcription factors Pax6, Olig2, Nkx2.2,
and Irx3 used to model ventral patterning of the neural
tube. (F) Predicted Olig2 time factor, indicating relative
change in developmental pace, produced in response to fold
changes in mRNA half-life and protein half-life. Relevant
fold changes in mRNA and protein correspond to those that
give a time factor of 2.5 (purple). (G) Predicted Olig2 time
factor as a function of the fold change in the decay rate ratio
(blue solid line). The change in time factor resulting from
an increase in protein half-life grows faster than linearly
(dashed line). This results in a time factor greater than 2 for a
fold change of 2 in protein half-life (red line).
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decay rate is an effective mechanism to reg-
ulate developmental tempo.
A prediction that arises from this analysis

is that theTFs comprising theGRNthat regulate
MN differentiation should be more stable in
humanneural progenitors than inmouse neural
progenitors, and that a two-fold decrease in
protein decay would give a scaling factor of
~2.5. To test this, we performed pulse-chase
experiments labeling nascent proteins with
AHA, conjugated labeled proteins to biotin,
and pulled them down with streptavidin beads
to purify. This revealed that pan-neural pro-
teins SOX1 and SOX2 had longer lifetimes
thanOLIG2 andNKX6.1 proteins in both species
(Fig. 6A and fig. S6, F andG).Moreover, human
NKX6.1 and OLIG2 were ~2-fold more sta-
ble than their mouse homologs (mNKX6.1 ≈
2.5 hours versus hNKX6.1≈ 6 hours;mOLIG2≈
3.5 hours versus hOLIG2 ≈ 6.8 hours) (Fig.
6A and fig. S6, F and G). These results are
consistent with the predictions of the model

and the nonlinear relationship between decay
rates and tempo scaling.
The identification of a global increase in the

lifetime of proteins in human neural progen-
itors comparedwithmouse neural progenitors
raised the possibility that exogenous proteins
would show species-specific stability. To this
end, we generated Patched1::mKate2 reporter
lines in mouse and human stem cells. In these
lines, themonomeric far-red fluorescent protein
Katushka-2 (mKate2) was fused to the C ter-
minus of endogenous Ptch1 bymeans of a self-
cleaving peptide (fig. S8A). In this way, we could
modulate mKATE2 expression, driven by the
Shh responsive Ptch1, using small-molecule
activators and inhibitors of Shh signaling. To
measuremKATE2 stability in neural progenitors,
we inducedmKate2 expression by addition of
SAG (fig. S8B). Then,we added the smoothened
antagonist vismodegib (42) to block Shh sig-
naling, thereby repressing new mKATE2 pro-
duction. We assayed the decay of mKATE2

fluorescence in inhibited cells. FACS analysis
showed ahalf-life of 17.7 ± 2.3 hours formKate2
in mouse cells. By contrast, the half-life of the
samemKATE2protein inhuman cellswas 32.9 ±
7.3 hours (Fig. 6, B and C). These results indi-
cate that protein half-life is species-specific.
The long half-life of mKATE2 raised the

possibility that dilution, after cell division,
contributed to the measured decay rate (39).
Differences in the cell cycle time between
mouse and human cells have been measured
(43–46) and could therefore contribute to the
difference in mKATE2 lifetime in neural pro-
genitors. To test this, we assayed total cell
cycle length using cumulative 5-ethynyl-2′-
deoxyuridine (EdU) labeling of mouse and
human neural progenitors (Fig. 6, D and E,
and fig. S9, A and B) (47). Cell cycle duration in
equivalent stagedneural progenitors frommouse
and human was 10.8 ± 8.3 hours compared with
28.4± 13.9 hours, respectively, in accordancewith
cell cycle measurements in other human and
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Fig. 5. Protein stability in the GRN corresponds to
tempo differences between species. (A) Normalized
EU incorporation measurements to estimate mRNA
half-life in mouse (orange) and human (blue) neural
progenitors. Line and shaded areas show best exponential
fit and 70% HDI (mouse day 2 n = 5, human day 4 n = 3,
human day 8 n = 5). (B) Half-life of the transcriptome in
mouse neural progenitors at day 2 (orange) and in
human neural progenitors at day 4 (dark blue) and day 8
(light blue). Boxplots indicate the 25th to the 75th
percentile of the range, and whiskers show values within
1.5 times the interquartile range of the 25th and 75th
percentiles. (C) Normalized AHA measurements of the
proteome in mouse (orange) and human (blue) neural
progenitors to estimate protein stability (mouse day 2
n = 6, human day 4 n = 4, human day 8 n = 4). (D) Global
stability of the proteome in mouse neural progenitors at
day 2 (orange) and in human neural progenitors at day 4
(dark blue) and day 8 (light blue). Boxplots indicate the
25th to the 75th percentile of the range, and whiskers
show values within 1.5 times the interquartile range of
the 25th and 75th percentiles. Statistical significance (**)
corresponds with <0.01 overlap between the distributions
of parameter estimations. (E) Temporal dynamics of
the computational model of the neural tube GRN in mouse
(top), and the predicted human behavior (bottom),
simulated by halving the decay rates of the proteins of the
network. The inset diagram shows the cross-repressive
GRN comprising the transcription factors Pax6, Olig2, Nkx2.2,
and Irx3 used to model ventral patterning of the neural
tube. (F) Predicted Olig2 time factor, indicating relative
change in developmental pace, produced in response to fold
changes in mRNA half-life and protein half-life. Relevant
fold changes in mRNA and protein correspond to those that
give a time factor of 2.5 (purple). (G) Predicted Olig2 time
factor as a function of the fold change in the decay rate ratio
(blue solid line). The change in time factor resulting from
an increase in protein half-life grows faster than linearly
(dashed line). This results in a time factor greater than 2 for a
fold change of 2 in protein half-life (red line).
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decay rate is an effective mechanism to reg-
ulate developmental tempo.
A prediction that arises from this analysis

is that theTFs comprising theGRNthat regulate
MN differentiation should be more stable in
humanneural progenitors than inmouse neural
progenitors, and that a two-fold decrease in
protein decay would give a scaling factor of
~2.5. To test this, we performed pulse-chase
experiments labeling nascent proteins with
AHA, conjugated labeled proteins to biotin,
and pulled them down with streptavidin beads
to purify. This revealed that pan-neural pro-
teins SOX1 and SOX2 had longer lifetimes
thanOLIG2 andNKX6.1 proteins in both species
(Fig. 6A and fig. S6, F andG).Moreover, human
NKX6.1 and OLIG2 were ~2-fold more sta-
ble than their mouse homologs (mNKX6.1 ≈
2.5 hours versus hNKX6.1≈ 6 hours;mOLIG2≈
3.5 hours versus hOLIG2 ≈ 6.8 hours) (Fig.
6A and fig. S6, F and G). These results are
consistent with the predictions of the model

and the nonlinear relationship between decay
rates and tempo scaling.
The identification of a global increase in the

lifetime of proteins in human neural progen-
itors comparedwithmouse neural progenitors
raised the possibility that exogenous proteins
would show species-specific stability. To this
end, we generated Patched1::mKate2 reporter
lines in mouse and human stem cells. In these
lines, themonomeric far-red fluorescent protein
Katushka-2 (mKate2) was fused to the C ter-
minus of endogenous Ptch1 bymeans of a self-
cleaving peptide (fig. S8A). In this way, we could
modulate mKATE2 expression, driven by the
Shh responsive Ptch1, using small-molecule
activators and inhibitors of Shh signaling. To
measuremKATE2 stability in neural progenitors,
we inducedmKate2 expression by addition of
SAG (fig. S8B). Then,we added the smoothened
antagonist vismodegib (42) to block Shh sig-
naling, thereby repressing new mKATE2 pro-
duction. We assayed the decay of mKATE2

fluorescence in inhibited cells. FACS analysis
showed ahalf-life of 17.7 ± 2.3 hours formKate2
in mouse cells. By contrast, the half-life of the
samemKATE2protein inhuman cellswas 32.9 ±
7.3 hours (Fig. 6, B and C). These results indi-
cate that protein half-life is species-specific.
The long half-life of mKATE2 raised the

possibility that dilution, after cell division,
contributed to the measured decay rate (39).
Differences in the cell cycle time between
mouse and human cells have been measured
(43–46) and could therefore contribute to the
difference in mKATE2 lifetime in neural pro-
genitors. To test this, we assayed total cell
cycle length using cumulative 5-ethynyl-2′-
deoxyuridine (EdU) labeling of mouse and
human neural progenitors (Fig. 6, D and E,
and fig. S9, A and B) (47). Cell cycle duration in
equivalent stagedneural progenitors frommouse
and human was 10.8 ± 8.3 hours compared with
28.4± 13.9 hours, respectively, in accordancewith
cell cycle measurements in other human and
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Fig. 5. Protein stability in the GRN corresponds to
tempo differences between species. (A) Normalized
EU incorporation measurements to estimate mRNA
half-life in mouse (orange) and human (blue) neural
progenitors. Line and shaded areas show best exponential
fit and 70% HDI (mouse day 2 n = 5, human day 4 n = 3,
human day 8 n = 5). (B) Half-life of the transcriptome in
mouse neural progenitors at day 2 (orange) and in
human neural progenitors at day 4 (dark blue) and day 8
(light blue). Boxplots indicate the 25th to the 75th
percentile of the range, and whiskers show values within
1.5 times the interquartile range of the 25th and 75th
percentiles. (C) Normalized AHA measurements of the
proteome in mouse (orange) and human (blue) neural
progenitors to estimate protein stability (mouse day 2
n = 6, human day 4 n = 4, human day 8 n = 4). (D) Global
stability of the proteome in mouse neural progenitors at
day 2 (orange) and in human neural progenitors at day 4
(dark blue) and day 8 (light blue). Boxplots indicate the
25th to the 75th percentile of the range, and whiskers
show values within 1.5 times the interquartile range of
the 25th and 75th percentiles. Statistical significance (**)
corresponds with <0.01 overlap between the distributions
of parameter estimations. (E) Temporal dynamics of
the computational model of the neural tube GRN in mouse
(top), and the predicted human behavior (bottom),
simulated by halving the decay rates of the proteins of the
network. The inset diagram shows the cross-repressive
GRN comprising the transcription factors Pax6, Olig2, Nkx2.2,
and Irx3 used to model ventral patterning of the neural
tube. (F) Predicted Olig2 time factor, indicating relative
change in developmental pace, produced in response to fold
changes in mRNA half-life and protein half-life. Relevant
fold changes in mRNA and protein correspond to those that
give a time factor of 2.5 (purple). (G) Predicted Olig2 time
factor as a function of the fold change in the decay rate ratio
(blue solid line). The change in time factor resulting from
an increase in protein half-life grows faster than linearly
(dashed line). This results in a time factor greater than 2 for a
fold change of 2 in protein half-life (red line).
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Figure S7. Time factor prediction from the computational screen of the GRN. 
(A) Parameter distributions compatible with a 2.5- fold tempo scaling of Irx3 and Olig2, for the four parameters 
actively controlling production and degradation in the model. The distributions correspond with the marginal 
posterior distribution from the MCMC screen (see Supplementary Text). The initial prior probability distributions 
were uniform distributions in the logarithmic scale (corresponding to a uniform distribution in the plot). The only 
parameter showing a constrained (narrow) posterior marginal probability is the fold change in protein half-life. (B) 
Corresponding pairwise joint distributions. (C) Resulting posterior marginal distributions from the MCMC screen for 
the binding affinities. Solid and dashed lines show the median and quartiles of the prior distributions. None of the 
posterior distributions show a marked shift with respect to the prior. (D) Estimated Olig2 time factor as a function 
of the change in protein half-life across dorsoventral (DV) positions. White region corresponds to the region for 
which ventral gene activation sequence is not preserved. 
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Computational model: • Computational modelling indicates higher 
constraints in protein stability to account for 2.5 fold 
change in tempo compared with other parameters. 

Rayon et al. and J. Briscoe, Science 369, eaba7667 (2020)
Matsuda et al and M. Ebisuya, Science 369, eaba7668 (2020)

• A general cellular property: 
• An exogenous protein (mKate2) has different half life. 
• Cell cycle duration show similar tempo difference

Tuning time scales globally

• mRNA stability (half life is not different) 
• Protein stability (half life) shows a ~2.5 fold difference 

decay rate is an effective mechanism to reg-
ulate developmental tempo.
A prediction that arises from this analysis

is that theTFs comprising theGRNthat regulate
MN differentiation should be more stable in
humanneural progenitors than inmouse neural
progenitors, and that a two-fold decrease in
protein decay would give a scaling factor of
~2.5. To test this, we performed pulse-chase
experiments labeling nascent proteins with
AHA, conjugated labeled proteins to biotin,
and pulled them down with streptavidin beads
to purify. This revealed that pan-neural pro-
teins SOX1 and SOX2 had longer lifetimes
thanOLIG2 andNKX6.1 proteins in both species
(Fig. 6A and fig. S6, F andG).Moreover, human
NKX6.1 and OLIG2 were ~2-fold more sta-
ble than their mouse homologs (mNKX6.1 ≈
2.5 hours versus hNKX6.1≈ 6 hours;mOLIG2≈
3.5 hours versus hOLIG2 ≈ 6.8 hours) (Fig.
6A and fig. S6, F and G). These results are
consistent with the predictions of the model

and the nonlinear relationship between decay
rates and tempo scaling.
The identification of a global increase in the

lifetime of proteins in human neural progen-
itors comparedwithmouse neural progenitors
raised the possibility that exogenous proteins
would show species-specific stability. To this
end, we generated Patched1::mKate2 reporter
lines in mouse and human stem cells. In these
lines, themonomeric far-red fluorescent protein
Katushka-2 (mKate2) was fused to the C ter-
minus of endogenous Ptch1 bymeans of a self-
cleaving peptide (fig. S8A). In this way, we could
modulate mKATE2 expression, driven by the
Shh responsive Ptch1, using small-molecule
activators and inhibitors of Shh signaling. To
measuremKATE2 stability in neural progenitors,
we inducedmKate2 expression by addition of
SAG (fig. S8B). Then,we added the smoothened
antagonist vismodegib (42) to block Shh sig-
naling, thereby repressing new mKATE2 pro-
duction. We assayed the decay of mKATE2

fluorescence in inhibited cells. FACS analysis
showed ahalf-life of 17.7 ± 2.3 hours formKate2
in mouse cells. By contrast, the half-life of the
samemKATE2protein inhuman cellswas 32.9 ±
7.3 hours (Fig. 6, B and C). These results indi-
cate that protein half-life is species-specific.
The long half-life of mKATE2 raised the

possibility that dilution, after cell division,
contributed to the measured decay rate (39).
Differences in the cell cycle time between
mouse and human cells have been measured
(43–46) and could therefore contribute to the
difference in mKATE2 lifetime in neural pro-
genitors. To test this, we assayed total cell
cycle length using cumulative 5-ethynyl-2′-
deoxyuridine (EdU) labeling of mouse and
human neural progenitors (Fig. 6, D and E,
and fig. S9, A and B) (47). Cell cycle duration in
equivalent stagedneural progenitors frommouse
and human was 10.8 ± 8.3 hours compared with
28.4± 13.9 hours, respectively, in accordancewith
cell cycle measurements in other human and
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Fig. 5. Protein stability in the GRN corresponds to
tempo differences between species. (A) Normalized
EU incorporation measurements to estimate mRNA
half-life in mouse (orange) and human (blue) neural
progenitors. Line and shaded areas show best exponential
fit and 70% HDI (mouse day 2 n = 5, human day 4 n = 3,
human day 8 n = 5). (B) Half-life of the transcriptome in
mouse neural progenitors at day 2 (orange) and in
human neural progenitors at day 4 (dark blue) and day 8
(light blue). Boxplots indicate the 25th to the 75th
percentile of the range, and whiskers show values within
1.5 times the interquartile range of the 25th and 75th
percentiles. (C) Normalized AHA measurements of the
proteome in mouse (orange) and human (blue) neural
progenitors to estimate protein stability (mouse day 2
n = 6, human day 4 n = 4, human day 8 n = 4). (D) Global
stability of the proteome in mouse neural progenitors at
day 2 (orange) and in human neural progenitors at day 4
(dark blue) and day 8 (light blue). Boxplots indicate the
25th to the 75th percentile of the range, and whiskers
show values within 1.5 times the interquartile range of
the 25th and 75th percentiles. Statistical significance (**)
corresponds with <0.01 overlap between the distributions
of parameter estimations. (E) Temporal dynamics of
the computational model of the neural tube GRN in mouse
(top), and the predicted human behavior (bottom),
simulated by halving the decay rates of the proteins of the
network. The inset diagram shows the cross-repressive
GRN comprising the transcription factors Pax6, Olig2, Nkx2.2,
and Irx3 used to model ventral patterning of the neural
tube. (F) Predicted Olig2 time factor, indicating relative
change in developmental pace, produced in response to fold
changes in mRNA half-life and protein half-life. Relevant
fold changes in mRNA and protein correspond to those that
give a time factor of 2.5 (purple). (G) Predicted Olig2 time
factor as a function of the fold change in the decay rate ratio
(blue solid line). The change in time factor resulting from
an increase in protein half-life grows faster than linearly
(dashed line). This results in a time factor greater than 2 for a
fold change of 2 in protein half-life (red line).
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In vitro, the segmentation clock retains its species-specific period 
in isolated cells1,11,15. When we performed homo- or hetero-specific 
co-cultures of individual mouse Hes7-Achilles reporter PSM cells mixed 
with unlabelled PSM cells of either human or mouse origin at a ratio 
of 1:100 (Fig. 1f), the segmentation clock period remained unchanged 
(2.29 ± 0.57 h versus 2.19 ± 0.46 h, P = 0.73) (Fig. 1g, Extended Data 
Fig. 1d,f,h,I and Supplementary Video 3). This was also true for indi-
vidual human reporter cells co-cultured with an excess of either human 
or mouse PSM cells (4.71 ± 0.94 h versus 4.71 ± 0.88 h, P = 0.99) (Fig. 1g, 
Extended Data Fig. 1e,f,j,k and Supplementary Video 4). Although 
inter-species co-culture conditions gave rise to variable effects in oscil-
lation amplitude (Extended Data Fig. 1g–k), these results indicated that 
the segmentation clock period is controlled autonomously by the cell.

The cell cycle has been proposed to function as a clock that con-
trols developmental speed2,16. However, treating human PSM cells with 
aphidicolin led to near-complete cell cycle arrest but did not affect 
the oscillatory period (4.93 ± 0.47 h versus 4.88 ± 0.31 h, P = 0.7378) 
(Extended Data Fig. 2a,b). Thus, the cell cycle does not contribute to 
the regulation of the segmentation clock period.

Species-specific metabolic rates
According to Kleiber’s law, mass-specific metabolic rates scale allo-
metrically with adult body mass17. Gestation length also scales with 
adult body mass18, suggesting that differences in basal metabolism 
could potentially explain the accelerated biochemical kinetics asso-
ciated with faster development in mouse compared to human cells1,2. 
When comparing similar numbers of PSM cells, basal glycolytic proton 
efflux rate (glycoPER) was not different between mouse and human cells 
(8.9 × 10−3 ± 6.3 × 10−4 pmol min−1 per cell versus 8.8 × 10−3 ± 4.4 × 10−4  
pmol min−1 per cell, P = 0.783) and basal oxygen consumption rate (OCR) 

was slightly higher in human cells (1.01 × 10−3 ± 4.3 × 10−5 pmol min−1 
per cell versus 1.09 × 10−3 ± 4.5 × 10−5 pmol min−1 per cell, P = 0.0002) 
(Extended Data Fig. 2c,d).

However, we noted that human PSM cells had approximately 
twice the volume of mouse cells (2,060 ± 524 fl versus 885.9 ± 157.9 fl, 
P < 0.0001) (Fig. 2a and Extended Data Fig. 2e). When measured with 
a suspended microchannel resonator19,20 (SMR), the mass of human 
cells was also approximately twice that of mouse cells (2,002 ± 71 pg 
versus 1,066 ± 56 pg, P < 0.0001) (Fig. 2b and Supplementary Table 2), 
such that the density was qualitatively similar for both species 
(1.057 ± 0.003 pg fl−1 versus 1.061 ± 0.002 pg fl−1, P = 0.03) (Extended 
Data Fig. 2f and Supplementary Table 2). We also measured the dry 
mass, dry volume and dry density of single cells by comparing the cell’s 
buoyant mass in medium prepared with either normal water (H2O) or 
deuterium-based heavy water19,20 (D2O). The dry mass of mouse PSM cells 
was less than half that of human cells (162 ± 5.7 pg versus 380 ± 29.6 pg, 
P = 0.0002), as was dry volume (113 ± 5 fl versus 278 ± 24 fl, P = 0.0003) 
(Extended Data Fig. 2g,h and Supplementary Table 2). Dry mass den-
sity, which depends on the molecular composition of the cell, was thus 
qualitatively similar between the two species (1.435 ± 0.015 pg fl−1 versus 
1.365 ± 0.012 pg fl−1, P = 0.004) (Extended Data Fig. 2i and Supplemen-
tary Table 2). Thus, human cells contained twice as much biological 
material as mouse cells. Consequently, normalization by either volume 
or mass is required to correct for the cell size difference between the 
two species. Mass-specific OCR (1.013 × 10−6 ± 4.333 × 10−8 pmol min−1  
pg−1 versus 5.475 × 10−7 ± 2.272 × 10−8 pmol min−1 pg−1, P < 0.0001) and gly-
coPER (8.905 × 10−6 ± 6.372 × 10−7 pmol min−1 pg−1 versus 4.425 × 10−6 ± 2.
212 × 10−7 pmol min−1 pg−1, P < 0.0001) were twice as high in mouse com-
pared with human cells (Fig. 2c,d). The extracellular acidification rate 
(ECAR), which accounts for glycolytic and other acidification sources 
such as CO2 secretion, was also twice as high per unit mass in mouse 
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Fig. 1 | Cell-autonomous differences in developmental rate between 
differentiating mouse and human PSM cells. a, Schematic illustrating the 
differentiation of mouse and human PSCs towards PSM fate. The accelerated 
developmental pace of mouse cells is reflected in the reduced induction time 
and short oscillatory period relative to human cells. EpiLCs, epiblast-like cells; 
iPS cells, induced pluripotent stem cells. b, PSM induction efficiency over the 
course of 3 days of differentiation for mouse and human PSCs. The percentage 
of cells expressing MSGN1-Venus was assessed by flow cytometry. n = 5 
independent experiments. c, Cell cycle duration for PSC-derived mouse and 
human PSM cells. Data are mean ± s.d. n = 33 (mouse), n = 26 (human). Unpaired 
two-sided t-test: P = 2.88 × 10−15. d, HES7-Achilles oscillation profiles for 
PSC-derived mouse and human PSM cells over the course of 18 h. Data are 
mean ± s.e.m. n = 5 independent experiments. AU, arbitrary units. e, Period  

of HES7-Achilles oscillations in PSC-derived mouse and human PSM cells.  
Data are mean ± s.d. n = 25. Unpaired two-sided t-test: P = 7.33 × 10−41. f, Left, 
experimental strategy for the co-culture of CAG-H2B-mCherry; HES7-Achilles 
human or CAG-NLS-BFP; Hes7-Achilles mouse PSM cells with non-reporter 
mouse E14 or human NCRM1 PSM cells at a ratio of 1:100. Right, merged 
bright-field and fluorescence images of human HES7-Achilles in human–human 
(top) and human–mouse (bottom) co-cultures. Scale bars, 100 µm. g, Period of 
HES7-Achilles oscillations in mouse (left) or human (right) HES7-Achilles PSM 
cells co-cultured with an excess of either mouse or human non-reporter PSM 
cells. Data are mean ± s.d. n = 56 (mouse–mouse), n = 56 (mouse–human),  
n = 41 (human–mouse), n = 53 (human–human). One-way ANOVA with Šidák 
correction.

• Developmental rate and Metabolism
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• Segmentation in vertebrates depends on 
sequential formation of somites based on the 
oscillatory dynamics of a molecular clock. 

• This process can be recapitulated in vitro. 
• In humans, the clock period is 2x longer than in 

the mouse. 
• The cell cycle is also longer.
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compared with human cells (5.685 × 10−7 ± 3.493 × 10−8 mpH min−1 pg−1 
versus 2.805 × 10−7 ± 1.315 × 10−8 mpH min−1 pg−1) (Extended Data Fig. 2j).

Rates of glucose consumption (mouse: 1.252 × 10−10 µmol pg−1 h−1, 
95% confidence interval: 1.172 × 10−10 to 1.333 × 10−10 µmol pg−1 h−1 versus 
human: 6.922 × 10−11 µmol pg−1 h−1, 95% confidence interval: 6.524 × 10−11 
to 7.319 × 10−11 µmol pg−1 h−1; P < 0.0001) and lactate secretion (mouse: 
4.085 × 10−10 µmol pg−1 h−1, 95% confidence interval: 3.777 × 10−10 to 
4.394 × 10−10 µmol pg−1 h−1 versus human: 2.410 × 10−10 µmol pg−1 h−1, 95% 
confidence interval: 2.249 × 10−10 to 2.571 × 10−10 µmol pg−1 h−1, P < 0.0001) 
per unit mass were significantly higher in mouse cells (Fig. 2e,f). These 
data are consistent with the Warburg-like metabolism of PSM cells, in 
which active glycolysis producing large amounts of lactate coexists with 
aerobic respiration21,22. Mass-specific glutamine consumption was also 
significantly higher in mouse PSM cells (0.00136 ± 0.00022 relative 
light units (RLU) pg−1 versus 0.00078 ± 0.0002237 RLU pg−1, P = 0.0103) 
(Extended Data Fig. 2k).

We compared the metabolic rates of mouse and human neural 
progenitors differentiated in vitro from PSCs. PAX6+ neural progeni-
tors were induced after 5 days for mouse and 7 days for human PSCs 
(Extended Data Fig. 2l,m). We did not detect significant volume dif-
ferences between mouse and human neural progenitors (1,255 ± 88 fl 
versus 1,203 ± 86 fl, P = 0.5101) (Extended Data Fig. 2n). However,  

volume-specific OCR (8.437 × 10−7 ± 6.779 × 10−8 pmol min−1 fl−1 ver-
sus 1.449 × 10−7 ± 1.859 × 10−8 pmol min−1 fl−1, P < 0.0001) and ECAR  
(2.99 × 10−7 ± 5.781 × 10−8 mpH min−1 fl−1 versus 1.76 × 10−7 ± 2.521 ×  
10−8 mpH min−1 fl−1, P < 0.0001) were significantly higher in mouse 
(Extended Data Fig. 2o,p). Thus, normalized metabolic rates are higher 
in mouse PSM and neural progenitor cells compared with the equivalent 
human cells.

We next performed stable isotope tracing with uniformly labelled 
[U-13C6]glucose and [U-13C5]glutamine in mouse and human PSM cells. 
Temporal labelling profiles were qualitatively similar between both 
species and labelling patterns for most metabolites were stabilized by 
24 h (Extended Data Fig. 3a–f and Supplementary Table 3). At isotopic 
steady state, glucose tracing led to high labelling levels for pyruvate and 
lactate, as well as partial labelling of TCA intermediates (Extended Data 
Fig. 3g–l). Glutamine tracing showed intermediate labelling levels for 
glutamate and TCA metabolites, but not pyruvate or lactate, supporting 
an anaplerotic role in the TCA cycle (Extended Data Fig. 3m–r). Of note, 
stable isotope labelling patterns were almost identical between species, 
indicating that only the rate of glucose and glutamine utilization by 
downstream metabolic pathways differs between mouse and human.

We next performed mitochondrial stress tests using a Seahorse 
instrument. Mouse and human PSM cells differed in their maximal 
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Fig. 2 | Mass-specific metabolic rates are higher in mouse PSM cells 
compared with human PSM cells. a, Volume of MSGN1-Venus+ PSC-derived 
mouse and human PSM cells as measured with a Coulter counter. Data are 
mean ± s.d. n = 21. Unpaired two-sided t-test: P = 3.25 × 10−12. b, Total cell mass  
of MSGN1-Venus+ PSC-derived mouse and human PSM cells as measured on a 
SMR. Each data point represents the mean of more than 200 individual cells. 
Data are mean ± s.d. n = 3 independent experiments. Unpaired two-sided t-test: 
P = 5.77 × 10−5. c, Mass-specific oxygen consumption rate for MSGN1-Venus+ 
PSC-derived mouse and human PSM cells. Data are mean ± s.d. n = 12. Unpaired 
two-sided t-test: P = 3.19 × 10−20. d, Mass-specific glycolytic proton efflux  
rate for MSGN1-Venus+ PSC-derived mouse and human PSM cells. Data are 
mean ± s.d. n = 15. Unpaired two-sided t-test: P = 5.05 × 10−21. e, Mass-specific 
cumulative glucose consumption for MSGN1-Venus+ PSC-derived mouse and 
human PSM cells. n = 5. Multiple unpaired two-sided t-tests with false discovery 
rate (FDR) = 1%. P values: 1 h, 0.6074; 2 h, 0.0691, 3 h, 0.0013, 4 h, 7.44 × 10−8; 5 h, 

2.29 × 10−9; 6 h, 3.58 × 10−12. f, Mass-specific cumulative lactate secretion for 
MSGN1-Venus+ PSC-derived mouse and human PSM cells. n = 5. Multiple 
unpaired two-sided t-tests with FDR = 1%. P values: 1 h, 0.00364; 2 h, 0.00246; 
3 h, 0.0128; 4 h, 0.000039; 5 h, 0.000259; 6 h, 0.000172. g, Coupling efficiency 
shown as the percent of basal oxygen consumption linked to ATP production in 
MSGN1-Venus+ PSC-derived mouse and human PSM cells. Data are mean ± s.d. 
n = 7 biological replicates. Unpaired two-sided t-test. h, Inner mitochondrial 
membrane potential (∆Ψm) in PSC-derived mouse and human PSM cells  
as measured by the ratiometric JC-1 dye. Data are mean ± s.d. n = 4 biological 
replicates. Unpaired two-sided t-test. i, Mass-specific mitochondrial  
content (MitoTracker Green) in PSC-derived mouse and human PSM cells.  
Data are mean ± s.d. n = 6 biological replicates. Unpaired two-sided t-test.  
j, Extracellular lactate/pyruvate ratio in PSC-derived mouse and human PSM 
cells, which reflects the cytosolic NADH/NAD+ ratio. Data are mean ± s.d. n = 9. 
Unpaired two-sided t-test with Welch’s correction: P = 9.02 × 10−5. *P < 0.05.
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compared with human cells (5.685 × 10−7 ± 3.493 × 10−8 mpH min−1 pg−1 
versus 2.805 × 10−7 ± 1.315 × 10−8 mpH min−1 pg−1) (Extended Data Fig. 2j).
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data are consistent with the Warburg-like metabolism of PSM cells, in 
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aerobic respiration21,22. Mass-specific glutamine consumption was also 
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light units (RLU) pg−1 versus 0.00078 ± 0.0002237 RLU pg−1, P = 0.0103) 
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tors were induced after 5 days for mouse and 7 days for human PSCs 
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(2.99 × 10−7 ± 5.781 × 10−8 mpH min−1 fl−1 versus 1.76 × 10−7 ± 2.521 ×  
10−8 mpH min−1 fl−1, P < 0.0001) were significantly higher in mouse 
(Extended Data Fig. 2o,p). Thus, normalized metabolic rates are higher 
in mouse PSM and neural progenitor cells compared with the equivalent 
human cells.

We next performed stable isotope tracing with uniformly labelled 
[U-13C6]glucose and [U-13C5]glutamine in mouse and human PSM cells. 
Temporal labelling profiles were qualitatively similar between both 
species and labelling patterns for most metabolites were stabilized by 
24 h (Extended Data Fig. 3a–f and Supplementary Table 3). At isotopic 
steady state, glucose tracing led to high labelling levels for pyruvate and 
lactate, as well as partial labelling of TCA intermediates (Extended Data 
Fig. 3g–l). Glutamine tracing showed intermediate labelling levels for 
glutamate and TCA metabolites, but not pyruvate or lactate, supporting 
an anaplerotic role in the TCA cycle (Extended Data Fig. 3m–r). Of note, 
stable isotope labelling patterns were almost identical between species, 
indicating that only the rate of glucose and glutamine utilization by 
downstream metabolic pathways differs between mouse and human.

We next performed mitochondrial stress tests using a Seahorse 
instrument. Mouse and human PSM cells differed in their maximal 
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Fig. 2 | Mass-specific metabolic rates are higher in mouse PSM cells 
compared with human PSM cells. a, Volume of MSGN1-Venus+ PSC-derived 
mouse and human PSM cells as measured with a Coulter counter. Data are 
mean ± s.d. n = 21. Unpaired two-sided t-test: P = 3.25 × 10−12. b, Total cell mass  
of MSGN1-Venus+ PSC-derived mouse and human PSM cells as measured on a 
SMR. Each data point represents the mean of more than 200 individual cells. 
Data are mean ± s.d. n = 3 independent experiments. Unpaired two-sided t-test: 
P = 5.77 × 10−5. c, Mass-specific oxygen consumption rate for MSGN1-Venus+ 
PSC-derived mouse and human PSM cells. Data are mean ± s.d. n = 12. Unpaired 
two-sided t-test: P = 3.19 × 10−20. d, Mass-specific glycolytic proton efflux  
rate for MSGN1-Venus+ PSC-derived mouse and human PSM cells. Data are 
mean ± s.d. n = 15. Unpaired two-sided t-test: P = 5.05 × 10−21. e, Mass-specific 
cumulative glucose consumption for MSGN1-Venus+ PSC-derived mouse and 
human PSM cells. n = 5. Multiple unpaired two-sided t-tests with false discovery 
rate (FDR) = 1%. P values: 1 h, 0.6074; 2 h, 0.0691, 3 h, 0.0013, 4 h, 7.44 × 10−8; 5 h, 

2.29 × 10−9; 6 h, 3.58 × 10−12. f, Mass-specific cumulative lactate secretion for 
MSGN1-Venus+ PSC-derived mouse and human PSM cells. n = 5. Multiple 
unpaired two-sided t-tests with FDR = 1%. P values: 1 h, 0.00364; 2 h, 0.00246; 
3 h, 0.0128; 4 h, 0.000039; 5 h, 0.000259; 6 h, 0.000172. g, Coupling efficiency 
shown as the percent of basal oxygen consumption linked to ATP production in 
MSGN1-Venus+ PSC-derived mouse and human PSM cells. Data are mean ± s.d. 
n = 7 biological replicates. Unpaired two-sided t-test. h, Inner mitochondrial 
membrane potential (∆Ψm) in PSC-derived mouse and human PSM cells  
as measured by the ratiometric JC-1 dye. Data are mean ± s.d. n = 4 biological 
replicates. Unpaired two-sided t-test. i, Mass-specific mitochondrial  
content (MitoTracker Green) in PSC-derived mouse and human PSM cells.  
Data are mean ± s.d. n = 6 biological replicates. Unpaired two-sided t-test.  
j, Extracellular lactate/pyruvate ratio in PSC-derived mouse and human PSM 
cells, which reflects the cytosolic NADH/NAD+ ratio. Data are mean ± s.d. n = 9. 
Unpaired two-sided t-test with Welch’s correction: P = 9.02 × 10−5. *P < 0.05.

• Metabolic rate density is higher in 
faster developing embryos. 

• Metabolic activity (eg. glucose 
consumption rate) normalised to unit 
mass is greater in the mouse. 
The density of mitochondria is also 
higher.  
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In vitro, the segmentation clock retains its species-specific period 
in isolated cells1,11,15. When we performed homo- or hetero-specific 
co-cultures of individual mouse Hes7-Achilles reporter PSM cells mixed 
with unlabelled PSM cells of either human or mouse origin at a ratio 
of 1:100 (Fig. 1f), the segmentation clock period remained unchanged 
(2.29 ± 0.57 h versus 2.19 ± 0.46 h, P = 0.73) (Fig. 1g, Extended Data 
Fig. 1d,f,h,I and Supplementary Video 3). This was also true for indi-
vidual human reporter cells co-cultured with an excess of either human 
or mouse PSM cells (4.71 ± 0.94 h versus 4.71 ± 0.88 h, P = 0.99) (Fig. 1g, 
Extended Data Fig. 1e,f,j,k and Supplementary Video 4). Although 
inter-species co-culture conditions gave rise to variable effects in oscil-
lation amplitude (Extended Data Fig. 1g–k), these results indicated that 
the segmentation clock period is controlled autonomously by the cell.

The cell cycle has been proposed to function as a clock that con-
trols developmental speed2,16. However, treating human PSM cells with 
aphidicolin led to near-complete cell cycle arrest but did not affect 
the oscillatory period (4.93 ± 0.47 h versus 4.88 ± 0.31 h, P = 0.7378) 
(Extended Data Fig. 2a,b). Thus, the cell cycle does not contribute to 
the regulation of the segmentation clock period.

Species-specific metabolic rates
According to Kleiber’s law, mass-specific metabolic rates scale allo-
metrically with adult body mass17. Gestation length also scales with 
adult body mass18, suggesting that differences in basal metabolism 
could potentially explain the accelerated biochemical kinetics asso-
ciated with faster development in mouse compared to human cells1,2. 
When comparing similar numbers of PSM cells, basal glycolytic proton 
efflux rate (glycoPER) was not different between mouse and human cells 
(8.9 × 10−3 ± 6.3 × 10−4 pmol min−1 per cell versus 8.8 × 10−3 ± 4.4 × 10−4  
pmol min−1 per cell, P = 0.783) and basal oxygen consumption rate (OCR) 

was slightly higher in human cells (1.01 × 10−3 ± 4.3 × 10−5 pmol min−1 
per cell versus 1.09 × 10−3 ± 4.5 × 10−5 pmol min−1 per cell, P = 0.0002) 
(Extended Data Fig. 2c,d).

However, we noted that human PSM cells had approximately 
twice the volume of mouse cells (2,060 ± 524 fl versus 885.9 ± 157.9 fl, 
P < 0.0001) (Fig. 2a and Extended Data Fig. 2e). When measured with 
a suspended microchannel resonator19,20 (SMR), the mass of human 
cells was also approximately twice that of mouse cells (2,002 ± 71 pg 
versus 1,066 ± 56 pg, P < 0.0001) (Fig. 2b and Supplementary Table 2), 
such that the density was qualitatively similar for both species 
(1.057 ± 0.003 pg fl−1 versus 1.061 ± 0.002 pg fl−1, P = 0.03) (Extended 
Data Fig. 2f and Supplementary Table 2). We also measured the dry 
mass, dry volume and dry density of single cells by comparing the cell’s 
buoyant mass in medium prepared with either normal water (H2O) or 
deuterium-based heavy water19,20 (D2O). The dry mass of mouse PSM cells 
was less than half that of human cells (162 ± 5.7 pg versus 380 ± 29.6 pg, 
P = 0.0002), as was dry volume (113 ± 5 fl versus 278 ± 24 fl, P = 0.0003) 
(Extended Data Fig. 2g,h and Supplementary Table 2). Dry mass den-
sity, which depends on the molecular composition of the cell, was thus 
qualitatively similar between the two species (1.435 ± 0.015 pg fl−1 versus 
1.365 ± 0.012 pg fl−1, P = 0.004) (Extended Data Fig. 2i and Supplemen-
tary Table 2). Thus, human cells contained twice as much biological 
material as mouse cells. Consequently, normalization by either volume 
or mass is required to correct for the cell size difference between the 
two species. Mass-specific OCR (1.013 × 10−6 ± 4.333 × 10−8 pmol min−1  
pg−1 versus 5.475 × 10−7 ± 2.272 × 10−8 pmol min−1 pg−1, P < 0.0001) and gly-
coPER (8.905 × 10−6 ± 6.372 × 10−7 pmol min−1 pg−1 versus 4.425 × 10−6 ± 2.
212 × 10−7 pmol min−1 pg−1, P < 0.0001) were twice as high in mouse com-
pared with human cells (Fig. 2c,d). The extracellular acidification rate 
(ECAR), which accounts for glycolytic and other acidification sources 
such as CO2 secretion, was also twice as high per unit mass in mouse 
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Fig. 1 | Cell-autonomous differences in developmental rate between 
differentiating mouse and human PSM cells. a, Schematic illustrating the 
differentiation of mouse and human PSCs towards PSM fate. The accelerated 
developmental pace of mouse cells is reflected in the reduced induction time 
and short oscillatory period relative to human cells. EpiLCs, epiblast-like cells; 
iPS cells, induced pluripotent stem cells. b, PSM induction efficiency over the 
course of 3 days of differentiation for mouse and human PSCs. The percentage 
of cells expressing MSGN1-Venus was assessed by flow cytometry. n = 5 
independent experiments. c, Cell cycle duration for PSC-derived mouse and 
human PSM cells. Data are mean ± s.d. n = 33 (mouse), n = 26 (human). Unpaired 
two-sided t-test: P = 2.88 × 10−15. d, HES7-Achilles oscillation profiles for 
PSC-derived mouse and human PSM cells over the course of 18 h. Data are 
mean ± s.e.m. n = 5 independent experiments. AU, arbitrary units. e, Period  

of HES7-Achilles oscillations in PSC-derived mouse and human PSM cells.  
Data are mean ± s.d. n = 25. Unpaired two-sided t-test: P = 7.33 × 10−41. f, Left, 
experimental strategy for the co-culture of CAG-H2B-mCherry; HES7-Achilles 
human or CAG-NLS-BFP; Hes7-Achilles mouse PSM cells with non-reporter 
mouse E14 or human NCRM1 PSM cells at a ratio of 1:100. Right, merged 
bright-field and fluorescence images of human HES7-Achilles in human–human 
(top) and human–mouse (bottom) co-cultures. Scale bars, 100 µm. g, Period of 
HES7-Achilles oscillations in mouse (left) or human (right) HES7-Achilles PSM 
cells co-cultured with an excess of either mouse or human non-reporter PSM 
cells. Data are mean ± s.d. n = 56 (mouse–mouse), n = 56 (mouse–human),  
n = 41 (human–mouse), n = 53 (human–human). One-way ANOVA with Šidák 
correction.

Nature | Vol 613 | 19 January 2023 | 551
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co-cultures of individual mouse Hes7-Achilles reporter PSM cells mixed 
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(Extended Data Fig. 2a,b). Thus, the cell cycle does not contribute to 
the regulation of the segmentation clock period.
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According to Kleiber’s law, mass-specific metabolic rates scale allo-
metrically with adult body mass17. Gestation length also scales with 
adult body mass18, suggesting that differences in basal metabolism 
could potentially explain the accelerated biochemical kinetics asso-
ciated with faster development in mouse compared to human cells1,2. 
When comparing similar numbers of PSM cells, basal glycolytic proton 
efflux rate (glycoPER) was not different between mouse and human cells 
(8.9 × 10−3 ± 6.3 × 10−4 pmol min−1 per cell versus 8.8 × 10−3 ± 4.4 × 10−4  
pmol min−1 per cell, P = 0.783) and basal oxygen consumption rate (OCR) 

was slightly higher in human cells (1.01 × 10−3 ± 4.3 × 10−5 pmol min−1 
per cell versus 1.09 × 10−3 ± 4.5 × 10−5 pmol min−1 per cell, P = 0.0002) 
(Extended Data Fig. 2c,d).

However, we noted that human PSM cells had approximately 
twice the volume of mouse cells (2,060 ± 524 fl versus 885.9 ± 157.9 fl, 
P < 0.0001) (Fig. 2a and Extended Data Fig. 2e). When measured with 
a suspended microchannel resonator19,20 (SMR), the mass of human 
cells was also approximately twice that of mouse cells (2,002 ± 71 pg 
versus 1,066 ± 56 pg, P < 0.0001) (Fig. 2b and Supplementary Table 2), 
such that the density was qualitatively similar for both species 
(1.057 ± 0.003 pg fl−1 versus 1.061 ± 0.002 pg fl−1, P = 0.03) (Extended 
Data Fig. 2f and Supplementary Table 2). We also measured the dry 
mass, dry volume and dry density of single cells by comparing the cell’s 
buoyant mass in medium prepared with either normal water (H2O) or 
deuterium-based heavy water19,20 (D2O). The dry mass of mouse PSM cells 
was less than half that of human cells (162 ± 5.7 pg versus 380 ± 29.6 pg, 
P = 0.0002), as was dry volume (113 ± 5 fl versus 278 ± 24 fl, P = 0.0003) 
(Extended Data Fig. 2g,h and Supplementary Table 2). Dry mass den-
sity, which depends on the molecular composition of the cell, was thus 
qualitatively similar between the two species (1.435 ± 0.015 pg fl−1 versus 
1.365 ± 0.012 pg fl−1, P = 0.004) (Extended Data Fig. 2i and Supplemen-
tary Table 2). Thus, human cells contained twice as much biological 
material as mouse cells. Consequently, normalization by either volume 
or mass is required to correct for the cell size difference between the 
two species. Mass-specific OCR (1.013 × 10−6 ± 4.333 × 10−8 pmol min−1  
pg−1 versus 5.475 × 10−7 ± 2.272 × 10−8 pmol min−1 pg−1, P < 0.0001) and gly-
coPER (8.905 × 10−6 ± 6.372 × 10−7 pmol min−1 pg−1 versus 4.425 × 10−6 ± 2.
212 × 10−7 pmol min−1 pg−1, P < 0.0001) were twice as high in mouse com-
pared with human cells (Fig. 2c,d). The extracellular acidification rate 
(ECAR), which accounts for glycolytic and other acidification sources 
such as CO2 secretion, was also twice as high per unit mass in mouse 
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versus 1.12 ± 0.05, P = 0.038) (Extended Data Fig. 7b) in PSM cells treated 
with 6.25 mM DCA. The NAD+/NADH ratio could be restored to con-
trol levels by pyruvate supplementation or FCCP treatment (control: 
11.59 ± 0.7, DCA + pyruvate: 12.4 ± 0.09, P = 0.084; DCA + 10 nM FCCP: 
12.02 ± 0.3, P = 0.4634) (Extended Data Fig. 7a).

These total NAD+/NADH ratio measurements included both mito-
chondrial and cytoplasmic NAD(H) pools. We generated a human 
PSC line carrying the fluorescent sensor Peredox, which exhibits 
increased fluorescence when cytoplasmic—but not mitochondrial—
levels of NADH are increased27 (Extended Data Fig. 7c,d). Using this 
reporter line, we confirmed the changes in cytosolic NAD+/NADH 
ratio upon DCA treatment and its restoration by pyruvate and FCCP 
(Peredox/mCherry ratio—control: 1.053 ± 0.04, DCA: 1.114 ± 0.02, 
P = 0.0074; DCA + pyruvate: 1.08 ± 0.01, P = 0.2425; DCA + 10 nM FCCP: 
1.07 ± 0.02, P = 0.6327) (Extended Data Fig. 7e). Of note, the clock period 
in DCA-treated cells was fully rescued by both pyruvate and FCCP 
(control: 4.63 ± 0.4 h, DCA: 4.9 ± 0.4 h, P = 0.0001; DCA + pyruvate: 
4.53 ± 0.3 h, P = 0.5455; DCA + 10 nM FCCP: 4.77 ± 0.4 h, P = 0.0927) 
(Extended Data Fig. 7f). Thus, the segmentation clock period depends 
on NAD+ availability rather than on ATP supply. A similar mechanism 
may underlie the extended segmentation clock period when supple-
menting with succinate. Succinate supplementation increased ∆Ψm 
(2.044 ± 0.11 versus 2.465 ± 0.19, P = 0.0341) (Extended Data Fig. 7g) 

and reduced the total NAD+/NADH ratio, which could be rescued by 
pyruvate (control: 9.65 ± 0.25, succinate: 8.26 ± 0.68, P = 0.024; suc-
cinate + pyruvate: 8.94 ± 0.44, P = 0.2126) (Extended Data Fig. 7h). 
Normalization of  the NAD+/NADH ratio by pyruvate supplementation 
in succinate-treated cells  fully rescued the oscillatory period (control: 
4.47 ± 0.5 h, succinate: 4.76 ± 0.5 h, P = 0.017; succinate + pyruvate: 
4.58 ± 0.6 h, P = 0.5299) (Extended Data Fig. 7i).

Impaired ETC activity also decreases the NAD+/NADH ratio, because 
NAD+ regeneration by complex I is altered. In cells treated with com-
plex I, III and IV inhibitors, we observed a significant decrease in the 
NAD+/NADH ratio (control: 11.7 ± 0.7, 20 nM rotenone: 10.5 ± 0.4, 
P = 0.0240; 100 nM antimycin A: 9.4 ± 0.5, P = 0.0001; 1 mM sodium 
azide: 8.9 ± 0.5, P < 0.0001) (Fig. 3c) with increased Peredox fluores-
cence (Peredox/mCherry ratio—control: 0.947 ± 0.05, 20 nM rote-
none: 1.18 ± 0.02, 100 nM antimycin A: 1.22 ± 0.01, 1 mM sodium azide: 
1.35 ± 0.02, P < 0.0001 in all cases) (Extended Data Fig. 7j). Pyruvate 
supplementation of azide-treated cells partially restored the NAD+/
NADH ratio28 (total NAD+/NADH: 8.9 ± 0.5 versus 9.8 ± 0.3, P = 0.0268; 
Peredox/mCherry: 1.35 ± 0.02 versus 1.20 ± 0.01, P < 0.0001) (Fig. 3c and 
Extended Data Fig. 7j) and the clock period (6.3 ± 0.6 h versus 5.2 ± 0.5 h, 
P < 0.0001) (Fig. 3d, Extended Data Fig. 7k and Supplementary Video 5). 
We also supplemented azide-treated cells with duroquinone, which 
can mediate NAD+ regeneration via the quinone oxidase NQO129. 
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Fig. 3 | Regulation of the segmentation clock by the NAD+/NADH ratio.  
a, ETC and relevant small molecule inhibitors. Adapted from BioRender.com 
(2021). Cyt c, cytochrome c. b, The HES7-Achilles oscillatory period in human 
PSM cells treated with DMSO control (n = 53), 20 nM rotenone (n = 23), 50 nM 
atpenin A5 (n = 36), 100 nM antimycin A (n = 26), 1 mM sodium azide (n = 30), 
1 µM oligomycin (n = 44) or 1 µM FCCP (n = 55) for 24 h. Data are mean ± s.d. 
One-way ANOVA with Šidák correction. Rotenone, P = 1.1 × 10−8; atpenin, 
P = 6.4 × 10−14; antimycin, P = 1.85 × 10−23; azide, P = 1.88 × 10−42. c, Whole-cell 
NAD+/NADH ratio in human PSM cells treated with DMSO control, 20 nM 
rotenone, 100 nM antimycin A, 1 mM sodium azide and 1 mM sodium azide with 
1 mM sodium pyruvate for 24 h. Data are mean ± s.d. n = 4 biological replicates. 
One-way ANOVA with Dunnett correction. Control versus azide, P = 1.1 × 10−5.  
d, The HES7-Achilles oscillatory period in human PSM cells treated with DMSO 
control (n = 67), 1 mM sodium azide alone (n = 46), azide with 1 mM sodium 
pyruvate (n = 27) or azide with 5 µM duroquinone (DQ) (n = 46). Data are 

mean ± s.d. One-way ANOVA with Tukey’s correction. Control versus azide, 
P = 7.4 × 10−14; control versus azide + pyruvate, P = 1.2 × 10−5; control versus 
azide + duroquinone, P = 7.5 × 10−14; azide versus azide + pyruvate, P = 1.4 × 10−13. 
e, NADH oxidation reaction catalysed by LbNOX28. f, Whole-cell NAD+/NADH 
ratio in human PSM cells transduced with a lentivirus expressing either mCherry 
alone or LbNOX with mCherry. Data are mean ± s.d. n = 8 biological replicates. 
Unpaired two-sided t-test. g, HES7-Achilles oscillatory period in human PSM 
cells transduced with a lentivirus expressing either mCherry alone (n = 113) or 
LbNOX with mCherry (n = 116). Data are mean ± s.d. Unpaired two-sided t-test: 
P = 3.7 × 10−10. h, MSGN1-Venus fluorescence during days 1–2 of human PSM 
differentiation, transduced with a lentivirus expressing either mCherry alone 
or LbNOX with mCherry. Data are mean ± s.e.m. n = 7 biological replicates.  
i, Cell cycle length in human PSM cells transduced with a lentivirus expressing 
either mCherry alone (n = 23) or LbNOX with mCherry (n = 25). Data are 
mean ± s.d. Unpaired two-sided t-test.

554 | Nature | Vol 613 | 19 January 2023

Article

versus 1.12 ± 0.05, P = 0.038) (Extended Data Fig. 7b) in PSM cells treated 
with 6.25 mM DCA. The NAD+/NADH ratio could be restored to con-
trol levels by pyruvate supplementation or FCCP treatment (control: 
11.59 ± 0.7, DCA + pyruvate: 12.4 ± 0.09, P = 0.084; DCA + 10 nM FCCP: 
12.02 ± 0.3, P = 0.4634) (Extended Data Fig. 7a).

These total NAD+/NADH ratio measurements included both mito-
chondrial and cytoplasmic NAD(H) pools. We generated a human 
PSC line carrying the fluorescent sensor Peredox, which exhibits 
increased fluorescence when cytoplasmic—but not mitochondrial—
levels of NADH are increased27 (Extended Data Fig. 7c,d). Using this 
reporter line, we confirmed the changes in cytosolic NAD+/NADH 
ratio upon DCA treatment and its restoration by pyruvate and FCCP 
(Peredox/mCherry ratio—control: 1.053 ± 0.04, DCA: 1.114 ± 0.02, 
P = 0.0074; DCA + pyruvate: 1.08 ± 0.01, P = 0.2425; DCA + 10 nM FCCP: 
1.07 ± 0.02, P = 0.6327) (Extended Data Fig. 7e). Of note, the clock period 
in DCA-treated cells was fully rescued by both pyruvate and FCCP 
(control: 4.63 ± 0.4 h, DCA: 4.9 ± 0.4 h, P = 0.0001; DCA + pyruvate: 
4.53 ± 0.3 h, P = 0.5455; DCA + 10 nM FCCP: 4.77 ± 0.4 h, P = 0.0927) 
(Extended Data Fig. 7f). Thus, the segmentation clock period depends 
on NAD+ availability rather than on ATP supply. A similar mechanism 
may underlie the extended segmentation clock period when supple-
menting with succinate. Succinate supplementation increased ∆Ψm 
(2.044 ± 0.11 versus 2.465 ± 0.19, P = 0.0341) (Extended Data Fig. 7g) 

and reduced the total NAD+/NADH ratio, which could be rescued by 
pyruvate (control: 9.65 ± 0.25, succinate: 8.26 ± 0.68, P = 0.024; suc-
cinate + pyruvate: 8.94 ± 0.44, P = 0.2126) (Extended Data Fig. 7h). 
Normalization of  the NAD+/NADH ratio by pyruvate supplementation 
in succinate-treated cells  fully rescued the oscillatory period (control: 
4.47 ± 0.5 h, succinate: 4.76 ± 0.5 h, P = 0.017; succinate + pyruvate: 
4.58 ± 0.6 h, P = 0.5299) (Extended Data Fig. 7i).

Impaired ETC activity also decreases the NAD+/NADH ratio, because 
NAD+ regeneration by complex I is altered. In cells treated with com-
plex I, III and IV inhibitors, we observed a significant decrease in the 
NAD+/NADH ratio (control: 11.7 ± 0.7, 20 nM rotenone: 10.5 ± 0.4, 
P = 0.0240; 100 nM antimycin A: 9.4 ± 0.5, P = 0.0001; 1 mM sodium 
azide: 8.9 ± 0.5, P < 0.0001) (Fig. 3c) with increased Peredox fluores-
cence (Peredox/mCherry ratio—control: 0.947 ± 0.05, 20 nM rote-
none: 1.18 ± 0.02, 100 nM antimycin A: 1.22 ± 0.01, 1 mM sodium azide: 
1.35 ± 0.02, P < 0.0001 in all cases) (Extended Data Fig. 7j). Pyruvate 
supplementation of azide-treated cells partially restored the NAD+/
NADH ratio28 (total NAD+/NADH: 8.9 ± 0.5 versus 9.8 ± 0.3, P = 0.0268; 
Peredox/mCherry: 1.35 ± 0.02 versus 1.20 ± 0.01, P < 0.0001) (Fig. 3c and 
Extended Data Fig. 7j) and the clock period (6.3 ± 0.6 h versus 5.2 ± 0.5 h, 
P < 0.0001) (Fig. 3d, Extended Data Fig. 7k and Supplementary Video 5). 
We also supplemented azide-treated cells with duroquinone, which 
can mediate NAD+ regeneration via the quinone oxidase NQO129. 
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Fig. 3 | Regulation of the segmentation clock by the NAD+/NADH ratio.  
a, ETC and relevant small molecule inhibitors. Adapted from BioRender.com 
(2021). Cyt c, cytochrome c. b, The HES7-Achilles oscillatory period in human 
PSM cells treated with DMSO control (n = 53), 20 nM rotenone (n = 23), 50 nM 
atpenin A5 (n = 36), 100 nM antimycin A (n = 26), 1 mM sodium azide (n = 30), 
1 µM oligomycin (n = 44) or 1 µM FCCP (n = 55) for 24 h. Data are mean ± s.d. 
One-way ANOVA with Šidák correction. Rotenone, P = 1.1 × 10−8; atpenin, 
P = 6.4 × 10−14; antimycin, P = 1.85 × 10−23; azide, P = 1.88 × 10−42. c, Whole-cell 
NAD+/NADH ratio in human PSM cells treated with DMSO control, 20 nM 
rotenone, 100 nM antimycin A, 1 mM sodium azide and 1 mM sodium azide with 
1 mM sodium pyruvate for 24 h. Data are mean ± s.d. n = 4 biological replicates. 
One-way ANOVA with Dunnett correction. Control versus azide, P = 1.1 × 10−5.  
d, The HES7-Achilles oscillatory period in human PSM cells treated with DMSO 
control (n = 67), 1 mM sodium azide alone (n = 46), azide with 1 mM sodium 
pyruvate (n = 27) or azide with 5 µM duroquinone (DQ) (n = 46). Data are 

mean ± s.d. One-way ANOVA with Tukey’s correction. Control versus azide, 
P = 7.4 × 10−14; control versus azide + pyruvate, P = 1.2 × 10−5; control versus 
azide + duroquinone, P = 7.5 × 10−14; azide versus azide + pyruvate, P = 1.4 × 10−13. 
e, NADH oxidation reaction catalysed by LbNOX28. f, Whole-cell NAD+/NADH 
ratio in human PSM cells transduced with a lentivirus expressing either mCherry 
alone or LbNOX with mCherry. Data are mean ± s.d. n = 8 biological replicates. 
Unpaired two-sided t-test. g, HES7-Achilles oscillatory period in human PSM 
cells transduced with a lentivirus expressing either mCherry alone (n = 113) or 
LbNOX with mCherry (n = 116). Data are mean ± s.d. Unpaired two-sided t-test: 
P = 3.7 × 10−10. h, MSGN1-Venus fluorescence during days 1–2 of human PSM 
differentiation, transduced with a lentivirus expressing either mCherry alone 
or LbNOX with mCherry. Data are mean ± s.e.m. n = 7 biological replicates.  
i, Cell cycle length in human PSM cells transduced with a lentivirus expressing 
either mCherry alone (n = 23) or LbNOX with mCherry (n = 25). Data are 
mean ± s.d. Unpaired two-sided t-test.
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versus 1.12 ± 0.05, P = 0.038) (Extended Data Fig. 7b) in PSM cells treated 
with 6.25 mM DCA. The NAD+/NADH ratio could be restored to con-
trol levels by pyruvate supplementation or FCCP treatment (control: 
11.59 ± 0.7, DCA + pyruvate: 12.4 ± 0.09, P = 0.084; DCA + 10 nM FCCP: 
12.02 ± 0.3, P = 0.4634) (Extended Data Fig. 7a).

These total NAD+/NADH ratio measurements included both mito-
chondrial and cytoplasmic NAD(H) pools. We generated a human 
PSC line carrying the fluorescent sensor Peredox, which exhibits 
increased fluorescence when cytoplasmic—but not mitochondrial—
levels of NADH are increased27 (Extended Data Fig. 7c,d). Using this 
reporter line, we confirmed the changes in cytosolic NAD+/NADH 
ratio upon DCA treatment and its restoration by pyruvate and FCCP 
(Peredox/mCherry ratio—control: 1.053 ± 0.04, DCA: 1.114 ± 0.02, 
P = 0.0074; DCA + pyruvate: 1.08 ± 0.01, P = 0.2425; DCA + 10 nM FCCP: 
1.07 ± 0.02, P = 0.6327) (Extended Data Fig. 7e). Of note, the clock period 
in DCA-treated cells was fully rescued by both pyruvate and FCCP 
(control: 4.63 ± 0.4 h, DCA: 4.9 ± 0.4 h, P = 0.0001; DCA + pyruvate: 
4.53 ± 0.3 h, P = 0.5455; DCA + 10 nM FCCP: 4.77 ± 0.4 h, P = 0.0927) 
(Extended Data Fig. 7f). Thus, the segmentation clock period depends 
on NAD+ availability rather than on ATP supply. A similar mechanism 
may underlie the extended segmentation clock period when supple-
menting with succinate. Succinate supplementation increased ∆Ψm 
(2.044 ± 0.11 versus 2.465 ± 0.19, P = 0.0341) (Extended Data Fig. 7g) 

and reduced the total NAD+/NADH ratio, which could be rescued by 
pyruvate (control: 9.65 ± 0.25, succinate: 8.26 ± 0.68, P = 0.024; suc-
cinate + pyruvate: 8.94 ± 0.44, P = 0.2126) (Extended Data Fig. 7h). 
Normalization of  the NAD+/NADH ratio by pyruvate supplementation 
in succinate-treated cells  fully rescued the oscillatory period (control: 
4.47 ± 0.5 h, succinate: 4.76 ± 0.5 h, P = 0.017; succinate + pyruvate: 
4.58 ± 0.6 h, P = 0.5299) (Extended Data Fig. 7i).

Impaired ETC activity also decreases the NAD+/NADH ratio, because 
NAD+ regeneration by complex I is altered. In cells treated with com-
plex I, III and IV inhibitors, we observed a significant decrease in the 
NAD+/NADH ratio (control: 11.7 ± 0.7, 20 nM rotenone: 10.5 ± 0.4, 
P = 0.0240; 100 nM antimycin A: 9.4 ± 0.5, P = 0.0001; 1 mM sodium 
azide: 8.9 ± 0.5, P < 0.0001) (Fig. 3c) with increased Peredox fluores-
cence (Peredox/mCherry ratio—control: 0.947 ± 0.05, 20 nM rote-
none: 1.18 ± 0.02, 100 nM antimycin A: 1.22 ± 0.01, 1 mM sodium azide: 
1.35 ± 0.02, P < 0.0001 in all cases) (Extended Data Fig. 7j). Pyruvate 
supplementation of azide-treated cells partially restored the NAD+/
NADH ratio28 (total NAD+/NADH: 8.9 ± 0.5 versus 9.8 ± 0.3, P = 0.0268; 
Peredox/mCherry: 1.35 ± 0.02 versus 1.20 ± 0.01, P < 0.0001) (Fig. 3c and 
Extended Data Fig. 7j) and the clock period (6.3 ± 0.6 h versus 5.2 ± 0.5 h, 
P < 0.0001) (Fig. 3d, Extended Data Fig. 7k and Supplementary Video 5). 
We also supplemented azide-treated cells with duroquinone, which 
can mediate NAD+ regeneration via the quinone oxidase NQO129. 
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NAD+/NADH ratio in human PSM cells treated with DMSO control, 20 nM 
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One-way ANOVA with Dunnett correction. Control versus azide, P = 1.1 × 10−5.  
d, The HES7-Achilles oscillatory period in human PSM cells treated with DMSO 
control (n = 67), 1 mM sodium azide alone (n = 46), azide with 1 mM sodium 
pyruvate (n = 27) or azide with 5 µM duroquinone (DQ) (n = 46). Data are 

mean ± s.d. One-way ANOVA with Tukey’s correction. Control versus azide, 
P = 7.4 × 10−14; control versus azide + pyruvate, P = 1.2 × 10−5; control versus 
azide + duroquinone, P = 7.5 × 10−14; azide versus azide + pyruvate, P = 1.4 × 10−13. 
e, NADH oxidation reaction catalysed by LbNOX28. f, Whole-cell NAD+/NADH 
ratio in human PSM cells transduced with a lentivirus expressing either mCherry 
alone or LbNOX with mCherry. Data are mean ± s.d. n = 8 biological replicates. 
Unpaired two-sided t-test. g, HES7-Achilles oscillatory period in human PSM 
cells transduced with a lentivirus expressing either mCherry alone (n = 113) or 
LbNOX with mCherry (n = 116). Data are mean ± s.d. Unpaired two-sided t-test: 
P = 3.7 × 10−10. h, MSGN1-Venus fluorescence during days 1–2 of human PSM 
differentiation, transduced with a lentivirus expressing either mCherry alone 
or LbNOX with mCherry. Data are mean ± s.e.m. n = 7 biological replicates.  
i, Cell cycle length in human PSM cells transduced with a lentivirus expressing 
either mCherry alone (n = 23) or LbNOX with mCherry (n = 25). Data are 
mean ± s.d. Unpaired two-sided t-test.
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1 µM lactacystin: 1,536,581 ± 195,052 RLU, P < 0.0001 in all cases) 
(Fig. 4h, Extended Data Fig. 10b–I and Supplementary Video 8). The cell  
cycle duration could not be assessed under these conditions, as protea-
some inhibitors induce cell cycle arrest39.

Neither azide nor antimycin treatment reduced the proteasome 
activity (control: 2,082,679 ± 23,055 RLU, 100 nM antimycin A: 
2,452,103 ± 30,891 RLU, 1 mM sodium azide: 2,778,603 ± 37,391 RLU, 
P < 0.0001 in both cases) or increased the stability of puromycilated 
peptides (Extended Data Fig. 10j,k). To assess the degradation profile of 
the full-length proteome, we performed pulse-chase experiments with 
the methionine analogue L-azidohomoalanine (AHA). Unlike puromy-
cin, AHA incorporation into growing peptides does not induce chain 
termination and thus labels full-length proteins. AHA labelling resulted 
in indistinguishable decay profiles between control and azide-treated 
cells over the timeframe relevant to segmentation clock oscillations 
(Extended Data Fig. 10l). Together, these experiments suggest that the 
segmentation clock period is more sensitive to inhibition of protein 
production than to degradation.

Discussion
In summary, we found that mass-specific respiration rates scale with 
and regulate the segmentation clock period by modulating NAD(H) 
redox balance and, further downstream, translation rate. Given that the 
segmentation clock period can be used as a proxy for developmental 
rate1, our results may explain—at least in part—the temporal differences 
observed at early stages of mouse and human development. Such a 
mechanism may also be modulated locally in the embryo to generate 
heterochronic changes, as seen for instance in the acceleration of the 
segmentation clock period relative to growth rate in snakes40. Addi-
tional studies in other embryonic cell types and mammalian species 
are required to assess the generality of our findings. Our results also 
suggest that mass-specific metabolic rates for embryonic cell types may 
scale with adult body mass as predicted by Kleiber’s law, even under 
uniform culture conditions23. Our studies also reveal a striking parallel 
between the metabolic requirements of cancer cell proliferation and 
those of the segmentation clock41. In both cases, NAD+ redox homeo-
stasis is more important than ATP availability for maintaining normal 
growth and oscillation rates26. Given that PSM cells exhibit Warburg-like 
metabolism with high levels of aerobic glycolysis21, these similarities 
further strengthen the notion that cancer cells resemble embryonic  
progenitors.

Moreover, the finding that the segmentation clock period is sensi-
tive to NAD+ levels draws a parallel between developmental rate and 
aging. NAD+ levels decrease progressively with age and restoring  
NAD+ levels can ameliorate aging-associated phenotypes42. The aging 
process and developmental rate may share some regulatory mecha-
nisms, especially given that lifespan and gestation period are positively 
correlated43. Future work should focus on the identification of factors 
that can modulate mass-specific respiration rates in vertebrates23. 
Ultimately, interspecific differences in developmental rate must be 
traceable to genetic causes. Finally, the implication of translation 
rate downstream of mitochondrial activity strongly suggests that the 
integrated stress response may have a role in determining the devel-
opmental rate44,45. Continued research in this area will reveal how 
developmental time can be manipulated externally, with important 
applications in human stem cell therapy and in vitro disease modelling.

Online content
Any methods, additional references, Nature Portfolio reporting summa-
ries, source data, extended data, supplementary information, acknowl-
edgements, peer review information; details of author contributions 
and competing interests; and statements of data and code availability 
are available at https://doi.org/10.1038/s41586-022-05574-4.
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1 µM lactacystin: 1,536,581 ± 195,052 RLU, P < 0.0001 in all cases) 
(Fig. 4h, Extended Data Fig. 10b–I and Supplementary Video 8). The cell  
cycle duration could not be assessed under these conditions, as protea-
some inhibitors induce cell cycle arrest39.

Neither azide nor antimycin treatment reduced the proteasome 
activity (control: 2,082,679 ± 23,055 RLU, 100 nM antimycin A: 
2,452,103 ± 30,891 RLU, 1 mM sodium azide: 2,778,603 ± 37,391 RLU, 
P < 0.0001 in both cases) or increased the stability of puromycilated 
peptides (Extended Data Fig. 10j,k). To assess the degradation profile of 
the full-length proteome, we performed pulse-chase experiments with 
the methionine analogue L-azidohomoalanine (AHA). Unlike puromy-
cin, AHA incorporation into growing peptides does not induce chain 
termination and thus labels full-length proteins. AHA labelling resulted 
in indistinguishable decay profiles between control and azide-treated 
cells over the timeframe relevant to segmentation clock oscillations 
(Extended Data Fig. 10l). Together, these experiments suggest that the 
segmentation clock period is more sensitive to inhibition of protein 
production than to degradation.

Discussion
In summary, we found that mass-specific respiration rates scale with 
and regulate the segmentation clock period by modulating NAD(H) 
redox balance and, further downstream, translation rate. Given that the 
segmentation clock period can be used as a proxy for developmental 
rate1, our results may explain—at least in part—the temporal differences 
observed at early stages of mouse and human development. Such a 
mechanism may also be modulated locally in the embryo to generate 
heterochronic changes, as seen for instance in the acceleration of the 
segmentation clock period relative to growth rate in snakes40. Addi-
tional studies in other embryonic cell types and mammalian species 
are required to assess the generality of our findings. Our results also 
suggest that mass-specific metabolic rates for embryonic cell types may 
scale with adult body mass as predicted by Kleiber’s law, even under 
uniform culture conditions23. Our studies also reveal a striking parallel 
between the metabolic requirements of cancer cell proliferation and 
those of the segmentation clock41. In both cases, NAD+ redox homeo-
stasis is more important than ATP availability for maintaining normal 
growth and oscillation rates26. Given that PSM cells exhibit Warburg-like 
metabolism with high levels of aerobic glycolysis21, these similarities 
further strengthen the notion that cancer cells resemble embryonic  
progenitors.

Moreover, the finding that the segmentation clock period is sensi-
tive to NAD+ levels draws a parallel between developmental rate and 
aging. NAD+ levels decrease progressively with age and restoring  
NAD+ levels can ameliorate aging-associated phenotypes42. The aging 
process and developmental rate may share some regulatory mecha-
nisms, especially given that lifespan and gestation period are positively 
correlated43. Future work should focus on the identification of factors 
that can modulate mass-specific respiration rates in vertebrates23. 
Ultimately, interspecific differences in developmental rate must be 
traceable to genetic causes. Finally, the implication of translation 
rate downstream of mitochondrial activity strongly suggests that the 
integrated stress response may have a role in determining the devel-
opmental rate44,45. Continued research in this area will reveal how 
developmental time can be manipulated externally, with important 
applications in human stem cell therapy and in vitro disease modelling.
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Fig. 4 | The global rate of protein synthesis acts downstream of the ETC to 
regulate developmental speed. a, Experimental approach to measure global 
protein synthesis by detection of puromycilated peptides following a 1-h pulse 
with puromycin. Created with BioRender.com. b, Mass-specific global 
translation rate as measured by puromycin incorporation in MSGN1-Venus+ 
PSC-derived mouse and human PSM cells immediately after a 1-h puromycin 
pulse and detection by directly conjugated AlexaFluor647 anti-puromycin 
antibody. Data are mean ± s.d. n = 3 biological replicates. Unpaired two-sided 
t-test. c, Period of HES7-Achilles oscillations in human PSM cells treated with 
vehicle control (DMSO, n = 27) or increasing doses of CHX (40 nM, n = 24; 
80 nM, n = 12; 160 nM, n = 12). Data are mean ± s.d. One-way ANOVA with 
Dunnett’s correction: control versus 160 nM CHX, P = 7.1 × 10−5. d, Duration of 
the cell cycle in control (DMSO-treated; n = 42) human PSM cells and cells 
treated with 100 nM CHX (n = 31). Data are mean ± s.d. Unpaired two-sided 
t-test, P = 1.1 × 10−6. e, Relative translation rate expressed as puromycin 
incorporation normalized to control (DMSO treatment) in human PSM cells 
treated with 20 nM rotenone, 100 nM antimycin A, 1 mM sodium azide or azide 
with 1 mM sodium pyruvate for 24 h. Data are mean ± s.d. n = 3 biological 
replicates. One-way ANOVA with Šidák correction. Control versus antimycin, 
P = 2.8 × 10−5; control versus azide, P = 2.8 × 10−6; control versus azide + pyruvate, 
P = 9.6 × 10−5. f, Global translation rate as measured by puromycin incorporation 
in human PSM cells transduced with a lentivirus expressing either mCherry 
alone or LbNOX with mCherry. Data are mean ± s.d. n = 4 biological replicates. 
Unpaired two-sided t-test. g, Mass-specific proteasome activity in MSGN1-Venus+ 
PSC-derived mouse and human PSM cells as measured by cleavage of a 
luminogenic proteasome substrate. Data are mean ± s.d. n = 4 biological 
replicates. Unpaired two-sided t-test. h, The period of HES7-Achilles oscillations 
in human PSM cells treated with DMSO control (n = 35), 2.5 nM (n = 37), 5 nM 
(n = 17) or 10 nM (n = 14) bortezomib, or 1 µM lactacystin (n = 30). Data are 
mean ± s.d. One-way ANOVA with Dunnett’s correction.
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• Developmental rate and Metabolism

M. Diaz-Cuadros. Current Opinion in Genetics & Development 86:102178 (2024)

In the context of developmental tempo, redox balance 
could be interpreted to play a permissive, housekeeping 
function. Could it be possible for NADH homeostasis to 
instead play an instructive role in setting developmental 
speed? Perhaps. A water-forming NADH oxidase from 
Lactobacillus brevis, LbNOX, can be used to increase the 
NAD+/NADH ratio in mammalian cells [42]. When 
LbNOX was expressed in human presomitic mesoderm 
cells, a modest acceleration of the segmentation clock 
could be detected with a period decrease of approxi-
mately 25–30 min per cycle [21]. Similarly, Miyazawa 
et al. were successful in accelerating the segmentation 
clock by culturing mouse tailbud explants in galactose 
instead of glucose, which forces cells to enhance oxidative 
phosphorylation at the expense of glycolysis and increases 
the NAD+/NADH ratio [43]. Nevertheless, the magni-
tude of the acceleration in both these perturbations was 
small and therefore must be interpreted with caution.

The only perturbation that has been described to pro-
foundly modulate developmental speed, including its sig-
nificant acceleration, is temperature. In zebrafish, the 

somitogenesis period ranges from 55 min at 20°C to 19 min 
at 30°C [44]. Although the effect of temperature on de-
velopmental speed has long been appreciated [45], recent 
work has provided a much more detailed perspective on 
this phenomenon. Using single-cell RNA sequencing to 
profile the developmental trajectories of zebrafish embryos 
grown at different temperatures, Dorrity et al. found that 
the extent of developmental rate acceleration at higher 
temperatures is cell type specific and that acceleration in-
troduces desynchronization between cell types [46]. For 
instance, higher proteostasis load made notochord cells 
especially susceptible to temperature changes [46]. This is 
particularly interesting when considering how cell type–-
specific metabolic profiles might interact with broad spe-
cies-specific developmental tempos. Similarly, live imaging 
of the C. elegans molting clock in larvae developing at dif-
ferent temperatures found that each larval stage responded 
slightly differently to temperature [47]. Given that meta-
bolism scales with temperature [48], it will be fascinating to 
understand the potential overlap between temperature- 
driven and metabolism-driven mechanisms of develop-
mental rate modulation.

Figure 1  

Current Opinion in Genetics and Development

Mitochondrial metabolism regulates the segmentation clock period by controlling the rate of protein synthesis. Side-by-side comparison of human 
(left) and mouse (right) presomitic mesoderm cells in vitro. Human cells are larger but show lower levels of normalized mitochondrial activity, giving rise 
to lower translation rates and slower segmentation clock oscillations.  
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was found between basal rates of oxygen consumption, 
ATP production, or glycolytic flux and the segmentation 
clock [18]. This finding could be interpreted to mean 
that metabolism plays no role in developmental tempo. 
However, basal metabolic rates may not be the right 
metabolic parameter to measure across species, espe-
cially considering that NAD(H) redox balance seems to 
be most functionally relevant. Moreover, changes in 
metabolism could have been co-opted to tune develop-
mental pace in some lineages but not others.

Alternative hypotheses
Other potential candidates for ultimate upstream reg-
ulators of developmental speed must also be considered 
(Figure 2). Recently, Lazaro et al. [18] proposed that the 
co-ordinated differences in biochemical reaction speeds 
between species stem from differences in the expression 
of genes involved in molecular processes along the 
central dogma. When comparing mouse, rabbit, cattle, 
rhinoceros, human, and marmoset presomitic mesoderm 
cells in vitro, a negative correlation was found between 
the segmentation clock period and the expression level 
of genes associated with gene ontology terms such as 

transcription elongation, RNA processing, RNA splicing, 
and protein catabolism [18]. If gene expression patterns 
are indeed responsible for setting biochemical reaction 
rates and, more downstream, developmental pace, then 
the next question is, what causes species-specific gene 
expression patterns in the first place? Is it differences in 
cis-regulatory regions across species? Or perhaps the 
activity of a handful of key transcription factors? Further 
research is required to answer these questions.

A second possible candidate that has not been previously 
put forward is cell size. The volume and weight of 
mouse presomitic mesoderm cells correspond to ap-
proximately half that of human cells in vitro [21]. Im-
portantly, human cells are not simply bigger but also 
contain twice as much biological material as mouse cells, 
such that their overall density is similar [21]. With the 
exception of marmoset, Lazaro et al. [18] found a posi-
tive correlation between cell volume and segmentation 
clock period in mouse, rabbit, cattle, rhinoceros, and 
human cells. As these species share similar genome 
sizes, it is interesting to consider that differences in cell 
size ultimately change the DNA:cytoplasm ratio and 
potentially result in cytoplasmic dilution [59]. Extensive 

Figure 2  

Current Opinion in Genetics and Development

Potential hypotheses for the hierarchical regulation of developmental rate. Three hypotheses (mitochondrial metabolism, gene expression, and cell 
size) are shown for the upstream, ultimate regulators of developmental speed that simultaneously control the rate at which gene products flow through 
all steps of the central dogma.  
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• Hypothesis: Tissue specific regulation of Electron Transport Chain and NAD+/NADH ratio could allow 
tissue specific developmental rate

Tuning time scales globally

Iwata et al., Science 379, 553 (2023)• Mitochondria metabolism also affects the tempo of neuronal development
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• Sublinear scaling of metabolic power 
across many adult organisms 

• It is not yet clear whether this also 
extends to embryonic development
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Tuning time scales globally

Geoffrey West

• Metabolic scaling and universal growth law (in redimensionalised time) 
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• How to relate whole organism metabolic rate to biochemical reaction within cells?

tionally expressed as a Q10, which quantifies
temperature dependence across a limited tem-
perature range (i.e., 10°C).

Size and temperature primarily affect met-
abolic rate through different mechanisms.
Recently, a general model has been shown to
explain the scaling of whole organism meta-
bolic rate B with body mass M, where B !
M3/4 so that mass-specific metabolic rate
B/M ! M"1/4. This quarter-power scaling is
based on the fractal-like design of exchange
surfaces and distribution networks in plants
(3) and animals (4). Temperature governs
metabolism through its effects on rates of
biochemical reactions. Reaction kinetics vary
with temperature according to the Boltz-
mann’s factor e"Ei/kT, where T is the absolute
temperature (in degrees K), Ei is the activa-
tion energy, and k is Boltzmann’s constant.

Metabolic rate is the consequence of
many different biological reactions. So

B ! !
i

Ri

where the Ri represents the rates of energy
production via the individual reactions (i) that
comprise metabolism. Each reaction rate de-
pends on three major variables: Ri ! (concen-
tration of reactants) (fluxes of reactants) (ki-
netic energy of the system). The first two
terms, which are constrained by the rates of
supply of substrates and removal of products,
contain the majority of the body mass depen-
dence. Because of allometric constraints on
exchange surfaces and distribution networks
(3, 4 ), the product of these two terms scales
with body size as M3/4. The third term con-
tains the dominant temperature dependence,
which is governed by the Boltzmann factor,
e"Ei/kT. This is valid within the limited range
of “biologically relevant” temperatures be-
tween approximately 0° and 40°C. This is the
range that organisms commonly operate
within under natural conditions. Near 0°C,
metabolic reactions cease due to the phase
transition associated with freezing water, and
above approximately 40°C, metabolic reac-
tion rates are reduced by the increasing influ-
ence of catabolism. We do not consider hy-
perthermaphiles, specialized organisms that
live at temperatures substantially hotter than
40°C.

The combined effects of body size and
temperature on metabolic rate within the bi-
ologically relevant temperature range can
therefore be well approximated by

B " M 3/4e"Ei/kT (1)

Here Ei represents an average activation en-
ergy for the rate-limiting enzyme-catalyzed
biochemical reactions of metabolism. Be-
cause, for each taxon, B/M3/4 # B0 is approx-
imately independent of M, almost all of the
temperature variation is contained in the nor-
malization term, B0

B0 " e"Ei/kT (2)

Because the biochemistry of metabolism is
common to aerobic organisms, we predict
that plotting mass-normalized metabolic rates
[ln(B0)] as a function of 1/T for different
taxonomic or functional groups should yield
similar straight lines with slopes, a # –Ei/k.
Furthermore, we predict that the values of Ei

obtained from these plots will fall within the
range of measured activation energies for
metabolic reactions. Because these activation
energies vary between 0.2 and 1.2 eV with an
average of approximately 0.6 eV (5, 6 ), the
slope of these lines should have a universal
value of approximately –7.40 K.

We evaluated these predictions using rest-
ing metabolic rates as a function of temper-
ature and body mass for a variety of organ-
isms: aerobic microbes, plants, multicellular
invertebrates, fishes, amphibians, reptiles,
birds, and mammals (Fig. 1) (7). Plots of
these data are well fit by straight lines, all
with similar slopes and intercepts. This sup-
ports the first prediction. Furthermore, the
average activation energies extracted from
the slopes give Ei # 0.41 – 0.74 eV with a
mean for all groups of 0.62 eV. This supports
the second prediction. Figure 1 suggests that
as a first approximation the metabolic rates of
all organisms are a single, general function of
body size and temperature. An expression for
the dependence of metabolic rate on body
size and temperature can be derived from Eq.

2 by noting that the value of B0 at some
temperature T can be related to its value at
some other temperature T0 by

B0$T % ! B0$T0%e " Ei/k$1/T"1/T0%

! B0$T0%eEi$T"T0%/kTT0

Combined with Eq. 1 this leads to

B ! B0$T %M 3/4 ! B0$T0%M
3/4eEiTc/kTT0

(3)

where Tc # T " T0. The term e EiTc/kTT0 #
e EiTc/{kT0

2(1&Tc/T0)}, which describes the
“universal temperature dependence” (UTD)
of biological processes. Equation 3 allows
metabolic rates of different organisms to be
compared independently of body mass and
temperature by comparing their values of
B0(Tc) normalized with some standard tem-
perature, Tc (often 20°C).

Equation 3 also expresses the temperature
dependence in terms of degrees Celsius by
choosing T0 to be the freezing point of water
('273 K), in which case Tc # T – T0 defines
temperature in degrees Celsius. Biologists
would be better served by quantifying tem-
perature-dependence in terms of the UTD
rather than the traditional Q10 factor, which is
defined by the equation

B0$T %

B0$T0%
! (Q10)

$T"T0%/10 ! (Q10)
Tc/10

(4)

with Q10 considered a constant, which is
independent of temperature. From Eq. 3,
however, we see that Q10 must, in fact, have
a temperature dependence given by

Q10 ! e10Ei/kTT0 ! e10Ei/*kT02$1#Tc/T0%+

(5)

In other words, biological processes do not
generally depend purely exponentially on

1Department of Biology, The University of New Mex-
ico, Albuquerque, NM 87131, USA. 2Santa Fe Insti-
tute, 1399 Hyde Park Road, Santa Fe, NM 87501, USA.
3Theoretical Division, MS B285, Los Alamos National
Laboratory, Los Alamos, NM 87545, USA.

*To whom correspondence should be addressed. E-
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Fig. 1. Effect of temperature (1000/degrees K) on mass-
normalized resting metabolic rate (B0, in W/g

3/4) for unicells
(A), plants (B), multicellular invertebrates (C), fish (D), am-
phibians (E), reptiles (F), and birds and mammals (G). Birds
(gray symbols) and mammals (open symbols) are shown at
normal body temperatures (triangles) and during hibernation
or torpor (squares). Data sources listed on Science Online (7).
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organism metabolic rate                    , where Ri is the rate of energy consumption per chemical reaction i 
                                                                associated with metabolism
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Size and temperature primarily affect met-
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M3/4 so that mass-specific metabolic rate
B/M ! M"1/4. This quarter-power scaling is
based on the fractal-like design of exchange
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(3) and animals (4). Temperature governs
metabolism through its effects on rates of
biochemical reactions. Reaction kinetics vary
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temperature (in degrees K), Ei is the activa-
tion energy, and k is Boltzmann’s constant.
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production via the individual reactions (i) that
comprise metabolism. Each reaction rate de-
pends on three major variables: Ri ! (concen-
tration of reactants) (fluxes of reactants) (ki-
netic energy of the system). The first two
terms, which are constrained by the rates of
supply of substrates and removal of products,
contain the majority of the body mass depen-
dence. Because of allometric constraints on
exchange surfaces and distribution networks
(3, 4 ), the product of these two terms scales
with body size as M3/4. The third term con-
tains the dominant temperature dependence,
which is governed by the Boltzmann factor,
e"Ei/kT. This is valid within the limited range
of “biologically relevant” temperatures be-
tween approximately 0° and 40°C. This is the
range that organisms commonly operate
within under natural conditions. Near 0°C,
metabolic reactions cease due to the phase
transition associated with freezing water, and
above approximately 40°C, metabolic reac-
tion rates are reduced by the increasing influ-
ence of catabolism. We do not consider hy-
perthermaphiles, specialized organisms that
live at temperatures substantially hotter than
40°C.

The combined effects of body size and
temperature on metabolic rate within the bi-
ologically relevant temperature range can
therefore be well approximated by

B " M 3/4e"Ei/kT (1)

Here Ei represents an average activation en-
ergy for the rate-limiting enzyme-catalyzed
biochemical reactions of metabolism. Be-
cause, for each taxon, B/M3/4 # B0 is approx-
imately independent of M, almost all of the
temperature variation is contained in the nor-
malization term, B0

B0 " e"Ei/kT (2)

Because the biochemistry of metabolism is
common to aerobic organisms, we predict
that plotting mass-normalized metabolic rates
[ln(B0)] as a function of 1/T for different
taxonomic or functional groups should yield
similar straight lines with slopes, a # –Ei/k.
Furthermore, we predict that the values of Ei

obtained from these plots will fall within the
range of measured activation energies for
metabolic reactions. Because these activation
energies vary between 0.2 and 1.2 eV with an
average of approximately 0.6 eV (5, 6 ), the
slope of these lines should have a universal
value of approximately –7.40 K.

We evaluated these predictions using rest-
ing metabolic rates as a function of temper-
ature and body mass for a variety of organ-
isms: aerobic microbes, plants, multicellular
invertebrates, fishes, amphibians, reptiles,
birds, and mammals (Fig. 1) (7). Plots of
these data are well fit by straight lines, all
with similar slopes and intercepts. This sup-
ports the first prediction. Furthermore, the
average activation energies extracted from
the slopes give Ei # 0.41 – 0.74 eV with a
mean for all groups of 0.62 eV. This supports
the second prediction. Figure 1 suggests that
as a first approximation the metabolic rates of
all organisms are a single, general function of
body size and temperature. An expression for
the dependence of metabolic rate on body
size and temperature can be derived from Eq.

2 by noting that the value of B0 at some
temperature T can be related to its value at
some other temperature T0 by

B0$T % ! B0$T0%e " Ei/k$1/T"1/T0%

! B0$T0%eEi$T"T0%/kTT0

Combined with Eq. 1 this leads to

B ! B0$T %M 3/4 ! B0$T0%M
3/4eEiTc/kTT0

(3)

where Tc # T " T0. The term e EiTc/kTT0 #
e EiTc/{kT0

2(1&Tc/T0)}, which describes the
“universal temperature dependence” (UTD)
of biological processes. Equation 3 allows
metabolic rates of different organisms to be
compared independently of body mass and
temperature by comparing their values of
B0(Tc) normalized with some standard tem-
perature, Tc (often 20°C).

Equation 3 also expresses the temperature
dependence in terms of degrees Celsius by
choosing T0 to be the freezing point of water
('273 K), in which case Tc # T – T0 defines
temperature in degrees Celsius. Biologists
would be better served by quantifying tem-
perature-dependence in terms of the UTD
rather than the traditional Q10 factor, which is
defined by the equation

B0$T %
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! (Q10)

$T"T0%/10 ! (Q10)
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(4)

with Q10 considered a constant, which is
independent of temperature. From Eq. 3,
however, we see that Q10 must, in fact, have
a temperature dependence given by
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In other words, biological processes do not
generally depend purely exponentially on
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Fig. 1. Effect of temperature (1000/degrees K) on mass-
normalized resting metabolic rate (B0, in W/g

3/4) for unicells
(A), plants (B), multicellular invertebrates (C), fish (D), am-
phibians (E), reptiles (F), and birds and mammals (G). Birds
(gray symbols) and mammals (open symbols) are shown at
normal body temperatures (triangles) and during hibernation
or torpor (squares). Data sources listed on Science Online (7).
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[reactants]x(flux of reactants) x (kinetic energy of system)

tionally expressed as a Q10, which quantifies
temperature dependence across a limited tem-
perature range (i.e., 10°C).

Size and temperature primarily affect met-
abolic rate through different mechanisms.
Recently, a general model has been shown to
explain the scaling of whole organism meta-
bolic rate B with body mass M, where B !
M3/4 so that mass-specific metabolic rate
B/M ! M"1/4. This quarter-power scaling is
based on the fractal-like design of exchange
surfaces and distribution networks in plants
(3) and animals (4). Temperature governs
metabolism through its effects on rates of
biochemical reactions. Reaction kinetics vary
with temperature according to the Boltz-
mann’s factor e"Ei/kT, where T is the absolute
temperature (in degrees K), Ei is the activa-
tion energy, and k is Boltzmann’s constant.

Metabolic rate is the consequence of
many different biological reactions. So

B ! !
i

Ri

where the Ri represents the rates of energy
production via the individual reactions (i) that
comprise metabolism. Each reaction rate de-
pends on three major variables: Ri ! (concen-
tration of reactants) (fluxes of reactants) (ki-
netic energy of the system). The first two
terms, which are constrained by the rates of
supply of substrates and removal of products,
contain the majority of the body mass depen-
dence. Because of allometric constraints on
exchange surfaces and distribution networks
(3, 4 ), the product of these two terms scales
with body size as M3/4. The third term con-
tains the dominant temperature dependence,
which is governed by the Boltzmann factor,
e"Ei/kT. This is valid within the limited range
of “biologically relevant” temperatures be-
tween approximately 0° and 40°C. This is the
range that organisms commonly operate
within under natural conditions. Near 0°C,
metabolic reactions cease due to the phase
transition associated with freezing water, and
above approximately 40°C, metabolic reac-
tion rates are reduced by the increasing influ-
ence of catabolism. We do not consider hy-
perthermaphiles, specialized organisms that
live at temperatures substantially hotter than
40°C.

The combined effects of body size and
temperature on metabolic rate within the bi-
ologically relevant temperature range can
therefore be well approximated by

B " M 3/4e"Ei/kT (1)

Here Ei represents an average activation en-
ergy for the rate-limiting enzyme-catalyzed
biochemical reactions of metabolism. Be-
cause, for each taxon, B/M3/4 # B0 is approx-
imately independent of M, almost all of the
temperature variation is contained in the nor-
malization term, B0

B0 " e"Ei/kT (2)

Because the biochemistry of metabolism is
common to aerobic organisms, we predict
that plotting mass-normalized metabolic rates
[ln(B0)] as a function of 1/T for different
taxonomic or functional groups should yield
similar straight lines with slopes, a # –Ei/k.
Furthermore, we predict that the values of Ei

obtained from these plots will fall within the
range of measured activation energies for
metabolic reactions. Because these activation
energies vary between 0.2 and 1.2 eV with an
average of approximately 0.6 eV (5, 6 ), the
slope of these lines should have a universal
value of approximately –7.40 K.

We evaluated these predictions using rest-
ing metabolic rates as a function of temper-
ature and body mass for a variety of organ-
isms: aerobic microbes, plants, multicellular
invertebrates, fishes, amphibians, reptiles,
birds, and mammals (Fig. 1) (7). Plots of
these data are well fit by straight lines, all
with similar slopes and intercepts. This sup-
ports the first prediction. Furthermore, the
average activation energies extracted from
the slopes give Ei # 0.41 – 0.74 eV with a
mean for all groups of 0.62 eV. This supports
the second prediction. Figure 1 suggests that
as a first approximation the metabolic rates of
all organisms are a single, general function of
body size and temperature. An expression for
the dependence of metabolic rate on body
size and temperature can be derived from Eq.

2 by noting that the value of B0 at some
temperature T can be related to its value at
some other temperature T0 by

B0$T % ! B0$T0%e " Ei/k$1/T"1/T0%

! B0$T0%eEi$T"T0%/kTT0

Combined with Eq. 1 this leads to

B ! B0$T %M 3/4 ! B0$T0%M
3/4eEiTc/kTT0

(3)

where Tc # T " T0. The term e EiTc/kTT0 #
e EiTc/{kT0

2(1&Tc/T0)}, which describes the
“universal temperature dependence” (UTD)
of biological processes. Equation 3 allows
metabolic rates of different organisms to be
compared independently of body mass and
temperature by comparing their values of
B0(Tc) normalized with some standard tem-
perature, Tc (often 20°C).

Equation 3 also expresses the temperature
dependence in terms of degrees Celsius by
choosing T0 to be the freezing point of water
('273 K), in which case Tc # T – T0 defines
temperature in degrees Celsius. Biologists
would be better served by quantifying tem-
perature-dependence in terms of the UTD
rather than the traditional Q10 factor, which is
defined by the equation

B0$T %

B0$T0%
! (Q10)

$T"T0%/10 ! (Q10)
Tc/10

(4)

with Q10 considered a constant, which is
independent of temperature. From Eq. 3,
however, we see that Q10 must, in fact, have
a temperature dependence given by

Q10 ! e10Ei/kTT0 ! e10Ei/*kT02$1#Tc/T0%+

(5)

In other words, biological processes do not
generally depend purely exponentially on
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Fig. 1. Effect of temperature (1000/degrees K) on mass-
normalized resting metabolic rate (B0, in W/g

3/4) for unicells
(A), plants (B), multicellular invertebrates (C), fish (D), am-
phibians (E), reptiles (F), and birds and mammals (G). Birds
(gray symbols) and mammals (open symbols) are shown at
normal body temperatures (triangles) and during hibernation
or torpor (squares). Data sources listed on Science Online (7).
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[ln(B0)] as a function of 1/T for different
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similar straight lines with slopes, a # –Ei/k.
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value of approximately –7.40 K.

We evaluated these predictions using rest-
ing metabolic rates as a function of temper-
ature and body mass for a variety of organ-
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with similar slopes and intercepts. This sup-
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average activation energies extracted from
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mean for all groups of 0.62 eV. This supports
the second prediction. Figure 1 suggests that
as a first approximation the metabolic rates of
all organisms are a single, general function of
body size and temperature. An expression for
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size and temperature can be derived from Eq.
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2(1&Tc/T0)}, which describes the
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metabolic rates of different organisms to be
compared independently of body mass and
temperature by comparing their values of
B0(Tc) normalized with some standard tem-
perature, Tc (often 20°C).

Equation 3 also expresses the temperature
dependence in terms of degrees Celsius by
choosing T0 to be the freezing point of water
('273 K), in which case Tc # T – T0 defines
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would be better served by quantifying tem-
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rather than the traditional Q10 factor, which is
defined by the equation

B0$T %

B0$T0%
! (Q10)

$T"T0%/10 ! (Q10)
Tc/10

(4)

with Q10 considered a constant, which is
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closely fit a single universal curve (Fig.·6). Ontogenetic growth
is therefore a universal phenomenon determined by the
interaction of basic metabolic properties at cellular and whole-
organism levels. Furthermore, this model leads to scaling laws
for other growth characteristics, such as doubling times for
body mass and cell number, and the relative energy devoted to
production vs maintenance. Recently, Guiot et al. (2003)
applied this model to growth of solid tumors in rats and
humans. They showed that the growth curve derived from
Eq.·7 gave very good fits, even though the parameters they
used were derived from statistical fitting rather than determined
from first principles, as in ontogenetic growth. This is just one
example of the exciting potential applications of metabolic
scaling theory to important biomedical problems.

Temperature and universal biological clocks
Temperature has a powerful effect on all biological systems

because of the exponential sensitivity of the Boltzmann factor,
e–E/kT, which controls the temperature dependence of
biochemical reaction rates; here, E is a chemical activation
energy, T absolute temperature, and k Boltzmann’s constant.
Combined with network constraints that govern the fluxes of
energy and materials, this predicts a joint universal mass and
temperature scaling law for all rates and times connected
with metabolism, including growth, embryonic development,

longevity and DNA nucleotide substitution in genomes. All
such rates are predicted to scale as:

R ! Mb
–1/4e–E/kT ·, (8)

and all times as:

t ! Mb
1/4eE/kT ·. (9)

The critical points here are the separable multiplicative nature
of the mass and temperature dependences and the relatively
invariant value of E, reflecting the average activation energy
for the rate-limiting biochemical reactions (Gillooly et al.,
2001). Data covering a broad range of organisms (fish,
amphibians, aquatic insects and zooplankton) confirm these
predictions with E~0.65·eV (Fig.·7). These results suggest a
general definition of biological time that is approximately
invariant and common to all organisms: when adjusted for size
and temperature, determined by just two numbers (1/4 and
E~0.65·eV), all organisms to a good approximation run by the
same universal clock with similar metabolic, growth, and
evolutionary rates! (Gillooly et al., 2005).

Metabolic scaling in plants: independent evolution of M3/4

One of the most challenging facts about quarter-power
scaling relations is that they are observed in both animals and
plants. Our theory offers an explanation: both use fractal-like
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taken from Gillooly et al. (2001) with permission.
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closely fit a single universal curve (Fig.·6). Ontogenetic growth
is therefore a universal phenomenon determined by the
interaction of basic metabolic properties at cellular and whole-
organism levels. Furthermore, this model leads to scaling laws
for other growth characteristics, such as doubling times for
body mass and cell number, and the relative energy devoted to
production vs maintenance. Recently, Guiot et al. (2003)
applied this model to growth of solid tumors in rats and
humans. They showed that the growth curve derived from
Eq.·7 gave very good fits, even though the parameters they
used were derived from statistical fitting rather than determined
from first principles, as in ontogenetic growth. This is just one
example of the exciting potential applications of metabolic
scaling theory to important biomedical problems.

Temperature and universal biological clocks
Temperature has a powerful effect on all biological systems

because of the exponential sensitivity of the Boltzmann factor,
e–E/kT, which controls the temperature dependence of
biochemical reaction rates; here, E is a chemical activation
energy, T absolute temperature, and k Boltzmann’s constant.
Combined with network constraints that govern the fluxes of
energy and materials, this predicts a joint universal mass and
temperature scaling law for all rates and times connected
with metabolism, including growth, embryonic development,

longevity and DNA nucleotide substitution in genomes. All
such rates are predicted to scale as:

R ! Mb
–1/4e–E/kT ·, (8)

and all times as:

t ! Mb
1/4eE/kT ·. (9)

The critical points here are the separable multiplicative nature
of the mass and temperature dependences and the relatively
invariant value of E, reflecting the average activation energy
for the rate-limiting biochemical reactions (Gillooly et al.,
2001). Data covering a broad range of organisms (fish,
amphibians, aquatic insects and zooplankton) confirm these
predictions with E~0.65·eV (Fig.·7). These results suggest a
general definition of biological time that is approximately
invariant and common to all organisms: when adjusted for size
and temperature, determined by just two numbers (1/4 and
E~0.65·eV), all organisms to a good approximation run by the
same universal clock with similar metabolic, growth, and
evolutionary rates! (Gillooly et al., 2005).

Metabolic scaling in plants: independent evolution of M3/4

One of the most challenging facts about quarter-power
scaling relations is that they are observed in both animals and
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closely fit a single universal curve (Fig.·6). Ontogenetic growth
is therefore a universal phenomenon determined by the
interaction of basic metabolic properties at cellular and whole-
organism levels. Furthermore, this model leads to scaling laws
for other growth characteristics, such as doubling times for
body mass and cell number, and the relative energy devoted to
production vs maintenance. Recently, Guiot et al. (2003)
applied this model to growth of solid tumors in rats and
humans. They showed that the growth curve derived from
Eq.·7 gave very good fits, even though the parameters they
used were derived from statistical fitting rather than determined
from first principles, as in ontogenetic growth. This is just one
example of the exciting potential applications of metabolic
scaling theory to important biomedical problems.

Temperature and universal biological clocks
Temperature has a powerful effect on all biological systems

because of the exponential sensitivity of the Boltzmann factor,
e–E/kT, which controls the temperature dependence of
biochemical reaction rates; here, E is a chemical activation
energy, T absolute temperature, and k Boltzmann’s constant.
Combined with network constraints that govern the fluxes of
energy and materials, this predicts a joint universal mass and
temperature scaling law for all rates and times connected
with metabolism, including growth, embryonic development,

longevity and DNA nucleotide substitution in genomes. All
such rates are predicted to scale as:

R ! Mb
–1/4e–E/kT ·, (8)

and all times as:

t ! Mb
1/4eE/kT ·. (9)

The critical points here are the separable multiplicative nature
of the mass and temperature dependences and the relatively
invariant value of E, reflecting the average activation energy
for the rate-limiting biochemical reactions (Gillooly et al.,
2001). Data covering a broad range of organisms (fish,
amphibians, aquatic insects and zooplankton) confirm these
predictions with E~0.65·eV (Fig.·7). These results suggest a
general definition of biological time that is approximately
invariant and common to all organisms: when adjusted for size
and temperature, determined by just two numbers (1/4 and
E~0.65·eV), all organisms to a good approximation run by the
same universal clock with similar metabolic, growth, and
evolutionary rates! (Gillooly et al., 2005).

Metabolic scaling in plants: independent evolution of M3/4

One of the most challenging facts about quarter-power
scaling relations is that they are observed in both animals and
plants. Our theory offers an explanation: both use fractal-like
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closely fit a single universal curve (Fig.·6). Ontogenetic growth
is therefore a universal phenomenon determined by the
interaction of basic metabolic properties at cellular and whole-
organism levels. Furthermore, this model leads to scaling laws
for other growth characteristics, such as doubling times for
body mass and cell number, and the relative energy devoted to
production vs maintenance. Recently, Guiot et al. (2003)
applied this model to growth of solid tumors in rats and
humans. They showed that the growth curve derived from
Eq.·7 gave very good fits, even though the parameters they
used were derived from statistical fitting rather than determined
from first principles, as in ontogenetic growth. This is just one
example of the exciting potential applications of metabolic
scaling theory to important biomedical problems.

Temperature and universal biological clocks
Temperature has a powerful effect on all biological systems

because of the exponential sensitivity of the Boltzmann factor,
e–E/kT, which controls the temperature dependence of
biochemical reaction rates; here, E is a chemical activation
energy, T absolute temperature, and k Boltzmann’s constant.
Combined with network constraints that govern the fluxes of
energy and materials, this predicts a joint universal mass and
temperature scaling law for all rates and times connected
with metabolism, including growth, embryonic development,

longevity and DNA nucleotide substitution in genomes. All
such rates are predicted to scale as:

R ! Mb
–1/4e–E/kT ·, (8)

and all times as:

t ! Mb
1/4eE/kT ·. (9)

The critical points here are the separable multiplicative nature
of the mass and temperature dependences and the relatively
invariant value of E, reflecting the average activation energy
for the rate-limiting biochemical reactions (Gillooly et al.,
2001). Data covering a broad range of organisms (fish,
amphibians, aquatic insects and zooplankton) confirm these
predictions with E~0.65·eV (Fig.·7). These results suggest a
general definition of biological time that is approximately
invariant and common to all organisms: when adjusted for size
and temperature, determined by just two numbers (1/4 and
E~0.65·eV), all organisms to a good approximation run by the
same universal clock with similar metabolic, growth, and
evolutionary rates! (Gillooly et al., 2005).

Metabolic scaling in plants: independent evolution of M3/4

One of the most challenging facts about quarter-power
scaling relations is that they are observed in both animals and
plants. Our theory offers an explanation: both use fractal-like
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closely fit a single universal curve (Fig.·6). Ontogenetic growth
is therefore a universal phenomenon determined by the
interaction of basic metabolic properties at cellular and whole-
organism levels. Furthermore, this model leads to scaling laws
for other growth characteristics, such as doubling times for
body mass and cell number, and the relative energy devoted to
production vs maintenance. Recently, Guiot et al. (2003)
applied this model to growth of solid tumors in rats and
humans. They showed that the growth curve derived from
Eq.·7 gave very good fits, even though the parameters they
used were derived from statistical fitting rather than determined
from first principles, as in ontogenetic growth. This is just one
example of the exciting potential applications of metabolic
scaling theory to important biomedical problems.

Temperature and universal biological clocks
Temperature has a powerful effect on all biological systems

because of the exponential sensitivity of the Boltzmann factor,
e–E/kT, which controls the temperature dependence of
biochemical reaction rates; here, E is a chemical activation
energy, T absolute temperature, and k Boltzmann’s constant.
Combined with network constraints that govern the fluxes of
energy and materials, this predicts a joint universal mass and
temperature scaling law for all rates and times connected
with metabolism, including growth, embryonic development,

longevity and DNA nucleotide substitution in genomes. All
such rates are predicted to scale as:

R ! Mb
–1/4e–E/kT ·, (8)

and all times as:

t ! Mb
1/4eE/kT ·. (9)

The critical points here are the separable multiplicative nature
of the mass and temperature dependences and the relatively
invariant value of E, reflecting the average activation energy
for the rate-limiting biochemical reactions (Gillooly et al.,
2001). Data covering a broad range of organisms (fish,
amphibians, aquatic insects and zooplankton) confirm these
predictions with E~0.65·eV (Fig.·7). These results suggest a
general definition of biological time that is approximately
invariant and common to all organisms: when adjusted for size
and temperature, determined by just two numbers (1/4 and
E~0.65·eV), all organisms to a good approximation run by the
same universal clock with similar metabolic, growth, and
evolutionary rates! (Gillooly et al., 2005).

Metabolic scaling in plants: independent evolution of M3/4

One of the most challenging facts about quarter-power
scaling relations is that they are observed in both animals and
plants. Our theory offers an explanation: both use fractal-like
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1583Allometric scaling laws

closely fit a single universal curve (Fig.·6). Ontogenetic growth
is therefore a universal phenomenon determined by the
interaction of basic metabolic properties at cellular and whole-
organism levels. Furthermore, this model leads to scaling laws
for other growth characteristics, such as doubling times for
body mass and cell number, and the relative energy devoted to
production vs maintenance. Recently, Guiot et al. (2003)
applied this model to growth of solid tumors in rats and
humans. They showed that the growth curve derived from
Eq.·7 gave very good fits, even though the parameters they
used were derived from statistical fitting rather than determined
from first principles, as in ontogenetic growth. This is just one
example of the exciting potential applications of metabolic
scaling theory to important biomedical problems.

Temperature and universal biological clocks
Temperature has a powerful effect on all biological systems

because of the exponential sensitivity of the Boltzmann factor,
e–E/kT, which controls the temperature dependence of
biochemical reaction rates; here, E is a chemical activation
energy, T absolute temperature, and k Boltzmann’s constant.
Combined with network constraints that govern the fluxes of
energy and materials, this predicts a joint universal mass and
temperature scaling law for all rates and times connected
with metabolism, including growth, embryonic development,

longevity and DNA nucleotide substitution in genomes. All
such rates are predicted to scale as:

R ! Mb
–1/4e–E/kT ·, (8)

and all times as:

t ! Mb
1/4eE/kT ·. (9)

The critical points here are the separable multiplicative nature
of the mass and temperature dependences and the relatively
invariant value of E, reflecting the average activation energy
for the rate-limiting biochemical reactions (Gillooly et al.,
2001). Data covering a broad range of organisms (fish,
amphibians, aquatic insects and zooplankton) confirm these
predictions with E~0.65·eV (Fig.·7). These results suggest a
general definition of biological time that is approximately
invariant and common to all organisms: when adjusted for size
and temperature, determined by just two numbers (1/4 and
E~0.65·eV), all organisms to a good approximation run by the
same universal clock with similar metabolic, growth, and
evolutionary rates! (Gillooly et al., 2005).

Metabolic scaling in plants: independent evolution of M3/4

One of the most challenging facts about quarter-power
scaling relations is that they are observed in both animals and
plants. Our theory offers an explanation: both use fractal-like
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closely fit a single universal curve (Fig.·6). Ontogenetic growth
is therefore a universal phenomenon determined by the
interaction of basic metabolic properties at cellular and whole-
organism levels. Furthermore, this model leads to scaling laws
for other growth characteristics, such as doubling times for
body mass and cell number, and the relative energy devoted to
production vs maintenance. Recently, Guiot et al. (2003)
applied this model to growth of solid tumors in rats and
humans. They showed that the growth curve derived from
Eq.·7 gave very good fits, even though the parameters they
used were derived from statistical fitting rather than determined
from first principles, as in ontogenetic growth. This is just one
example of the exciting potential applications of metabolic
scaling theory to important biomedical problems.

Temperature and universal biological clocks
Temperature has a powerful effect on all biological systems

because of the exponential sensitivity of the Boltzmann factor,
e–E/kT, which controls the temperature dependence of
biochemical reaction rates; here, E is a chemical activation
energy, T absolute temperature, and k Boltzmann’s constant.
Combined with network constraints that govern the fluxes of
energy and materials, this predicts a joint universal mass and
temperature scaling law for all rates and times connected
with metabolism, including growth, embryonic development,

longevity and DNA nucleotide substitution in genomes. All
such rates are predicted to scale as:

R ! Mb
–1/4e–E/kT ·, (8)

and all times as:

t ! Mb
1/4eE/kT ·. (9)

The critical points here are the separable multiplicative nature
of the mass and temperature dependences and the relatively
invariant value of E, reflecting the average activation energy
for the rate-limiting biochemical reactions (Gillooly et al.,
2001). Data covering a broad range of organisms (fish,
amphibians, aquatic insects and zooplankton) confirm these
predictions with E~0.65·eV (Fig.·7). These results suggest a
general definition of biological time that is approximately
invariant and common to all organisms: when adjusted for size
and temperature, determined by just two numbers (1/4 and
E~0.65·eV), all organisms to a good approximation run by the
same universal clock with similar metabolic, growth, and
evolutionary rates! (Gillooly et al., 2005).

Metabolic scaling in plants: independent evolution of M3/4

One of the most challenging facts about quarter-power
scaling relations is that they are observed in both animals and
plants. Our theory offers an explanation: both use fractal-like
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taken from Gillooly et al. (2001) with permission.

biological rates

biological times

• A new definition of biological rates and times. 

• All animals run the same « clock » adjusted for mass (internal constraint 
on energy delivery) and temperature (external constraint)
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Plan

• Time scales in biology: 
— Phenomenology of time and features: nested time scales (from molecules to evolution). 

• How is time encoded: defining time scales locally and globally. 

• How is temporal information decoded? 
— Signalling information: information encoded in dynamics.  
— Mechanical temporal information in morphogenesis. 
— Segmentation clock: decoding time to encode space  



30
Thomas LECUIT   2024-2025

Temporal information in biological signalling

How is time information used?

• Encoding and decoding different temporal patterns of cellular signalling
K.F. Sonnen, A. Aulehla / Seminars in Cell & Developmental Biology 34 (2014) 91–98 93
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Fig. 1. Principles of dynamic information transmission. An upstream stimulus is encoded in a specific intracellular signalling event. The signal is then decoded to induce
a  cellular response. In these examples, either absolute signalling levels or signalling dynamics, e.g. signal duration, rate of change or frequency, can be read out. Decoding
of different features of a dynamic signal can result in quantitatively (and qualitatively) different responses. For instance, two signals with the same amplitude but different
durations induce the same response, if absolute levels are taken into account, but induce different responses, if signal duration is critical (A). Signals that show different
absolute levels but increase, i.e. ramp, with an identical slope can induce the same response, if the rate of change is taken into account (B). Information can be encoded in
oscillation frequency and hence signals at different absolute levels, but with identical frequency, result in the same cellular response (C).

cycle arrest, this prolonged activity led to changed gene expression
and the induction of senescence and pro-apoptotic factors.

In  the following sections, we will address encoding of infor-
mation in certain features of a dynamic signal and corresponding
decoding mechanisms. Whenever known, relevant network motifs
will be discussed.

3.2.  Signal duration

Certain network topologies have been implicated in encoding
information in the duration of a signal. For instance, coherent feed-
forward loops (e.g. X activates Y, both X and Y are then necessary to
activate Z [4]) can integrate stimulus duration, since these topolo-
gies ensure that a signal is only generated by a prolonged stimulus
and hence function as persistence detectors. As such, noise in the
form of short stimulus fluctuations are buffered and do not lead to
a  downstream signalling event [4].

Several molecular examples for duration encoding have been
identified. Besides p53 signalling in response to SSBs (see Section
3.1), ERK signalling in PC12 cells is an example for encoding stimu-
lus identity in signal duration. In PC12 cells, NGF induces persistent
ERK activity via the receptor tyrosine kinase (RTK) TrkA and leads
to differentiation, whereas EGF binds to the EGF receptor (EGFR)
and induces only transient activation and results in proliferation
[24–26]. As in the examples above, the differences in ERK dynamics
can be traced back to different network topologies being employed
upon NGF or EGF stimulation [27].

Artificially mimicking persistent activation of ERK by expression
of a constitutively active MAPK kinase was sufficient to promote
neurite formation in unstimulated cells [24]. Toettcher et al. [28]
used optogenetics to investigate the effect of different ERK signal
durations on NIH3T3 cells (mouse fibroblast cells). By inducing ERK

signalling with varying durations they identified fast responding
genes, activated by ERK pulses of 20 min  each, and other genes, such
as  STAT3, that were only activated after a longer activity period of
120  min.

In  2002, Murphy et al. proposed a molecular explanation for the
decoding of ERK signal duration. ERK signalling, transient or sus-
tained, induces the expression of immediate early genes such as
the  transcription factor c-Fos. However, only upon sustained ERK
signalling, c-Fos is additionally phosphorylated by ERK, leading to
the  stabilization of c-Fos. In contrast, in transient ERK signalling c-
Fos  is upregulated but remains unstable at the protein level [29].
Therefore, proteins like c-Fos can function as persistence sensors
for induction of downstream effects such as the neuronal differen-
tiation in PC12 cells in situations of prolonged signalling.

3.3.  Frequency encoding

Periodic  signals are abundant in biology, showing a wide spec-
trum of forms, from sharp pulses similar to a relaxation-type
oscillator  to sinusoidal oscillations [2], and covering largely varying
time scales, such as the circadian clock [30] with a period of approx-
imately 24 h or calcium oscillations with periods in the milliseconds
range [18,31,32]. Periodic signals offer particularly diverse pos-
sibilities for information encoding: amplitude, frequency, phase,
oscillation form, number of oscillations are some of the levels at
which information can be encoded.

Frequency encoding indicates that the quantity and quality of
an  upstream stimulus controls the frequency of a signal (which
is hence frequency modulated, FM)  and downstream responses
are decoded based on these signal frequencies. Numerous exam-
ples for frequency encoding are known, including classic examples
from neurophysiology, such as encoding of stimuli at the level of

—Duration of signalling instead of level: persistence 
detectors (coherent FFL), adaptation (incoherent FFL) 
—Frequency of pulsatile or oscillatory signalling 
—Number of pulses 
—Phase difference between oscillatory signals

The topology of signalling networks endow cells with 
capacity to compute various features of temporal 
information coming from the cell environment. 

K.F. Sonnen, A. Aulehla / Seminars in Cell & Developmental Biology 34 (2014) 91–98
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of GLI activity, NVF explants were cultured for 12 h and then trans-
ferred to media containing cyclopamine, a small-molecule antagonist
of SHH signalling (Supplementary Fig. 2). GLI activity and gene
expression were monitored at 18 h (Fig. 2c–e, i). Addition of
200 nM cyclopamine at 12 h resulted in a twofold decrease in GLI
activity and a failure to induce NKX2.2 expression (Fig. 2c, e, i) with-
out inhibiting OLIG2 expression. Furthermore, addition of 400 nM
cyclopamine inhibited GLI activity to background levels, leading to a
complete loss of NKX2.2 expression and a decrease in the number of
OLIG2-expressing cells (Fig. 2c, e, and data not shown). These data
indicate that the duration of GLI activity is crucial for determining the
cellular response to SHH. To test the converse prediction of the model,
we assayed the effect of extending the period of SHH signalling
(Fig. 2j). Consistent with the model, prolonging SHH signalling
resulted in peak OLIG2 and NKX2.2 induction at lower SHH con-
centrations after 48 h of exposure compared to 24 h and 36 h (Fig. 2j).

Two mechanisms that could account for the adaptation of cells
to SHH signalling are the loss of a factor necessary for signal transduc-
tion or the induction of inhibitors of signal transduction, such as the
SHH-binding protein PTC1 (refs 21–23). We assessed GLI activity in a

time series of intermediate region neural plate explants in which SHH
signalling was induced using purmorphamine, a small-molecule ago-
nist of SMO24 (Fig. 3a and Supplementary Fig. 2). In contrast to the
response of neural cells to SHH (Fig. 2a), even though a diminution in
GLI activity was observed in treated cells, there was no correlation
between the rate of decrease and the concentration of purmorphamine
(Fig. 3a). This suggests that the profile of GLI activity evoked by SHH is
shaped mainly by an adaptation mechanism acting upstream of SMO.

As PTC1 is a well-established inhibitor of SHH signalling8, we tested
whether it is required cell autonomously for the temporal adaptation of
cells to SHH. Small interfering RNAs (siRNAs) were used to block
chick PTC1 (cPTC1) induction (Fig. 3b and Supplementary Figs
3–6). In ovo transfection of cPTC1 siRNAs inhibited the upregulation
of cPTC1 but did not completely abolish its expression (Supplementary
Fig. 4, and data not shown). As a result, and consistent with observa-
tions in mouse embryos containing an un-inducible allele of Ptc110,
ventralization of the neural tube, but no ligand-independent SHH
signalling, was observed in siRNA-transfected embryos or in inter-
mediate region neural plate explants (Supplementary Figs 3 and 5).
We therefore assayed whether blocking cPTC1 upregulation altered
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Figure 1 | The temporal and concentration dependence of the response of
neural cells to SHH. a, PAX7, OLIG2 and NKX2.2 expression in HH stage 19
chick neural tube (scale bar, 50 mm). b–d, Intermediate region neural plate
explants cultured for 24 h in the indicated concentrations of SHH and
assayed simultaneously for the expression of PAX7, OLIG2 and NKX2.2.
OLIG2 expression decreases as NKX2.2 is induced, consistent with the
ability of NKX2.2 to repress OLIG212. e, Quantification of cells expressing
PAX7, OLIG2 and NKX2.2 in intermediate region neural plate explants

(n $ 5; number of cells per unit 6 s.d.). f, PAX7, OLIG2 and NKX2.2
expression in intermediate region neural plate explants grown with 4 nM
SHH for 6 h, 12 h, 18 h or 24 h (scale bar, 100mm). g, Quantification of cells
expressing OLIG2 and NKX2.2 in intermediate region neural plate explants
(n $ 5; number of cells per unit 6 s.d.). h, As well as OLIG21 progenitors,
NKX2.21 progenitors express LacZ in Olig2Cre/1;ROSA26-flox-STOP-flox-
lacZ E10.5 mouse embryos.
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of GLI activity, NVF explants were cultured for 12 h and then trans-
ferred to media containing cyclopamine, a small-molecule antagonist
of SHH signalling (Supplementary Fig. 2). GLI activity and gene
expression were monitored at 18 h (Fig. 2c–e, i). Addition of
200 nM cyclopamine at 12 h resulted in a twofold decrease in GLI
activity and a failure to induce NKX2.2 expression (Fig. 2c, e, i) with-
out inhibiting OLIG2 expression. Furthermore, addition of 400 nM
cyclopamine inhibited GLI activity to background levels, leading to a
complete loss of NKX2.2 expression and a decrease in the number of
OLIG2-expressing cells (Fig. 2c, e, and data not shown). These data
indicate that the duration of GLI activity is crucial for determining the
cellular response to SHH. To test the converse prediction of the model,
we assayed the effect of extending the period of SHH signalling
(Fig. 2j). Consistent with the model, prolonging SHH signalling
resulted in peak OLIG2 and NKX2.2 induction at lower SHH con-
centrations after 48 h of exposure compared to 24 h and 36 h (Fig. 2j).

Two mechanisms that could account for the adaptation of cells
to SHH signalling are the loss of a factor necessary for signal transduc-
tion or the induction of inhibitors of signal transduction, such as the
SHH-binding protein PTC1 (refs 21–23). We assessed GLI activity in a

time series of intermediate region neural plate explants in which SHH
signalling was induced using purmorphamine, a small-molecule ago-
nist of SMO24 (Fig. 3a and Supplementary Fig. 2). In contrast to the
response of neural cells to SHH (Fig. 2a), even though a diminution in
GLI activity was observed in treated cells, there was no correlation
between the rate of decrease and the concentration of purmorphamine
(Fig. 3a). This suggests that the profile of GLI activity evoked by SHH is
shaped mainly by an adaptation mechanism acting upstream of SMO.

As PTC1 is a well-established inhibitor of SHH signalling8, we tested
whether it is required cell autonomously for the temporal adaptation of
cells to SHH. Small interfering RNAs (siRNAs) were used to block
chick PTC1 (cPTC1) induction (Fig. 3b and Supplementary Figs
3–6). In ovo transfection of cPTC1 siRNAs inhibited the upregulation
of cPTC1 but did not completely abolish its expression (Supplementary
Fig. 4, and data not shown). As a result, and consistent with observa-
tions in mouse embryos containing an un-inducible allele of Ptc110,
ventralization of the neural tube, but no ligand-independent SHH
signalling, was observed in siRNA-transfected embryos or in inter-
mediate region neural plate explants (Supplementary Figs 3 and 5).
We therefore assayed whether blocking cPTC1 upregulation altered
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• Spatial patterning of motoneurons in the vertebrate 
neural tube is based on the concentration dependent 
activation of target genes by a Shh gradient. 

• The duration of signalling at constant concentration of 
Shh elicits dynamic changes in target gene activation.
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Figure 2 | Sustained GLI activity is required for discrimination between
OLIG2 and NKX2.2 gene induction. a, GLI activity (relative GLI activity
6 s.e.m.) measured with GBS-Luc in intermediate region neural plate
explants treated with the indicated concentrations of SHH for the designated
times. GLI activity is measured relative to untreated explants. b, GLI activity
(relative GLI activity 6 s.e.m.) assayed in cells exposed to an endogenous
source of SHH. GBS-Luc assays were performed using NVF explants
(d) compared to intermediate region neural plate explants, which lack SHH
expression. c, Graph of relative GLI activity 6 s.e.m. according to conditions

in d (P-values from student’s t-test). Cyc., cyclopamine. Decreasing the
duration of GLI activity in NVF explants alters gene expression
(e, i). e, Quantification of OLIG21 and NKX2.21 cells relative to control
condition (18 h culture; 6 s.d.) in NVF explants. f–h, Temporal profile of
NKX2.2 and OLIG2 expression in NVF explants. j, Numbers of cells
expressing OLIG2 (red) and NKX2.2 (green) in intermediate region neural
plate explants (n $ 5; number of cells per unit 6 s.d.) exposed to the
indicated concentrations of SHH for 36 h (dashed lines) and 48 h (solid
lines).
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Figure 3 | A cell autonomous function for PTC1-mediated desensitization is
required for gradient sensing. a, Temporal profile of GLI activity, measured
with GBS-Luc, in intermediate region neural plate explants treated with the
indicated concentrations of purmorphamine for the designated times
(relative GLI activity 6s.e.m.). b, Blocking cPTC1 upregulation disrupts the
interpretation of high concentrations of SHH. Control or cPTC1 siRNA
electroporated intermediate region neural plate explants where cultured
with the indicated concentrations of SHH for 24 h and assayed for NKX2.2
and OLIG2 (scale bar, 25mm; n 5 10 for control siRNA; n 5 12 for cPTC1
siRNAs). c, A model for the morphogen patterning of a tissue divided into

three domains characterized by differential gene expression (A, B and C).
Graded morphogen signalling (M) from the source (S) is transduced into an
episode of signal transduction (signal output). Initially, each M
concentration ([M]) generates similar levels of signal output. However,
signal output declines more rapidly in cells exposed to lower [M]. Similar
profiles of signal output can be generated by a sustained [M] or by transient
exposure to M (variable [M]). This model illustrates how two different
parameters of a graded morphogen—amount of ligand and duration of
exposure—are transformed to an equivalent output by a responding cell.
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• Up to 12h, there is similar signalling activation 
irrespective of Shh concentration 

• At 24h, Shh signalling is concentration dependent. 
• Signalling is down regulated over time, to a greater 

extent as the concentration of Shh lowers. 
• Temporal adaptation of cells to Shh. 

• Encoding and decoding the duration of signalling through adaptation

E. Dessaud et al and J. Briscoe, Nature, 450:717-720 (2007)
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Figure 2 | Reception of Hedgehog and initiation of signal transduction.  
a | In Drosophila melanogaster , the transmembrane proteins Interference 
Hedgehog (Ihog) and Brother of Ihog (Boi) promote Hedgehog (Hh)–
Patched 1 (Ptc) binding. Hh also interacts with glypicans. Ligand‑free Ptc 
represses Smo by triggering its rapid degradation and/or its confinement 
to an intracellular compartment (left panel, ‘off’). Furthermore, in the 
absence of Hh, the Hh signalling complex (HSC), which includes Costal 2 
(Cos2), Fused (Fu), Suppressor of Fu (SuFu) and Cubitus interruptus (Ci), is 
associated with microtubules. This complex promotes, through the activity 
of protein kinase A (Pka), casein kinase Iα (CkIα) and glycogen synthase 
kinase 3β (Gsk3β) , the formation of the Ci repressor form (CiR). Binding of 
Hh to Ptc relieves Smo repression. Smo  translocates to the membrane and 
is activated by phosphorylation on its carboxy terminal  tail, by PKA, CkIα 
and G protein‑coupled receptor (Gpcr) kinase 2 (Gprk2), which induces a 
conformational change85. This promotes its association with the HSC and 
the sequential activation of Fu and Cos2, which releases uncleaved Ci from 
the HSC to result in the activation of Ci (CiA)46,118.  b | In vertebrates 
CAM‑related/downregulated by oncogenes (CDO), brother of CDO (BOC), 
growth arrest‑specific 1 (GAS1) and low‑density lipoprotein 
receptor‑related protein 2 (LRP2) promote HH–PTC binding69.  PTC is 

enriched in and around the primary cilium141, where it acts via a poorly 
characterized mechanism that might involve lipid transport to inhibit SMO 
activity (left panel, ‘off’). In the absence of sonic hedgehog (SHH), at the 
base of cilia, the GLI proteins GLI2 and GLI3 are phosphorylated by PKA, 
CKI and GSK3β (PKA might be activated by an increase in cAMP generated 
by GPR161). This leads to their proteolytic cleavage to generate the 
repressor forms (GLI2R and GLI3R, respectively). In the presence of SHH 
ligand, PTC and GPR161 exit the cilia, and SMO is phosphorylated by 
GPRK2 and CKI and gated into the primary cilium in association  
with β-arrestin and the microtubule motor KIF3A155,156  (right panel, ‘on’; 
β-arrestin and KIF3A not shown). Within the cilium, SMO is enriched 
proximally in association with EVC (Ellis‑van Creveld syndrome protein) 
and EVC2 (REFS 157,158). The activation of SMO results in an increased 
cilia dwell time for SUFU and GLI2 and GLI3, the dissociation of the  
GLI–SUFU complex within the cilia and the transport of full‑length, 
activated GLI2 and GLI3 proteins from the cilia to the nucleus bypassing 
proteolytic processing. The movement of GLI2 and GLI3 through cilia is 
dependent in part on KIF7, the vertebrate Cos2 orthologue140.  Activated 
SMO has also been proposed to initiate non‑canonical HH signalling 
outside cilia in the form of GPCR signalling.
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Temporal information in biological signalling

• Shh signalling requires inhibition of Ptc 
receptor, which releases inhibition of 
Smo receptor. 

• Ptc is upregulated by Shh 
• Signalling adaptation (downregulation) 

operates upstream of Smo receptor. 
• Ptc is required for differential activation 

of target genes at 24h 
• Adaptation via an incoherent 

feedforward loop.
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Figure 2 | Sustained GLI activity is required for discrimination between
OLIG2 and NKX2.2 gene induction. a, GLI activity (relative GLI activity
6 s.e.m.) measured with GBS-Luc in intermediate region neural plate
explants treated with the indicated concentrations of SHH for the designated
times. GLI activity is measured relative to untreated explants. b, GLI activity
(relative GLI activity 6 s.e.m.) assayed in cells exposed to an endogenous
source of SHH. GBS-Luc assays were performed using NVF explants
(d) compared to intermediate region neural plate explants, which lack SHH
expression. c, Graph of relative GLI activity 6 s.e.m. according to conditions

in d (P-values from student’s t-test). Cyc., cyclopamine. Decreasing the
duration of GLI activity in NVF explants alters gene expression
(e, i). e, Quantification of OLIG21 and NKX2.21 cells relative to control
condition (18 h culture; 6 s.d.) in NVF explants. f–h, Temporal profile of
NKX2.2 and OLIG2 expression in NVF explants. j, Numbers of cells
expressing OLIG2 (red) and NKX2.2 (green) in intermediate region neural
plate explants (n $ 5; number of cells per unit 6 s.d.) exposed to the
indicated concentrations of SHH for 36 h (dashed lines) and 48 h (solid
lines).
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Figure 3 | A cell autonomous function for PTC1-mediated desensitization is
required for gradient sensing. a, Temporal profile of GLI activity, measured
with GBS-Luc, in intermediate region neural plate explants treated with the
indicated concentrations of purmorphamine for the designated times
(relative GLI activity 6s.e.m.). b, Blocking cPTC1 upregulation disrupts the
interpretation of high concentrations of SHH. Control or cPTC1 siRNA
electroporated intermediate region neural plate explants where cultured
with the indicated concentrations of SHH for 24 h and assayed for NKX2.2
and OLIG2 (scale bar, 25mm; n 5 10 for control siRNA; n 5 12 for cPTC1
siRNAs). c, A model for the morphogen patterning of a tissue divided into

three domains characterized by differential gene expression (A, B and C).
Graded morphogen signalling (M) from the source (S) is transduced into an
episode of signal transduction (signal output). Initially, each M
concentration ([M]) generates similar levels of signal output. However,
signal output declines more rapidly in cells exposed to lower [M]. Similar
profiles of signal output can be generated by a sustained [M] or by transient
exposure to M (variable [M]). This model illustrates how two different
parameters of a graded morphogen—amount of ligand and duration of
exposure—are transformed to an equivalent output by a responding cell.
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of GLI activity, NVF explants were cultured for 12 h and then trans-
ferred to media containing cyclopamine, a small-molecule antagonist
of SHH signalling (Supplementary Fig. 2). GLI activity and gene
expression were monitored at 18 h (Fig. 2c–e, i). Addition of
200 nM cyclopamine at 12 h resulted in a twofold decrease in GLI
activity and a failure to induce NKX2.2 expression (Fig. 2c, e, i) with-
out inhibiting OLIG2 expression. Furthermore, addition of 400 nM
cyclopamine inhibited GLI activity to background levels, leading to a
complete loss of NKX2.2 expression and a decrease in the number of
OLIG2-expressing cells (Fig. 2c, e, and data not shown). These data
indicate that the duration of GLI activity is crucial for determining the
cellular response to SHH. To test the converse prediction of the model,
we assayed the effect of extending the period of SHH signalling
(Fig. 2j). Consistent with the model, prolonging SHH signalling
resulted in peak OLIG2 and NKX2.2 induction at lower SHH con-
centrations after 48 h of exposure compared to 24 h and 36 h (Fig. 2j).

Two mechanisms that could account for the adaptation of cells
to SHH signalling are the loss of a factor necessary for signal transduc-
tion or the induction of inhibitors of signal transduction, such as the
SHH-binding protein PTC1 (refs 21–23). We assessed GLI activity in a

time series of intermediate region neural plate explants in which SHH
signalling was induced using purmorphamine, a small-molecule ago-
nist of SMO24 (Fig. 3a and Supplementary Fig. 2). In contrast to the
response of neural cells to SHH (Fig. 2a), even though a diminution in
GLI activity was observed in treated cells, there was no correlation
between the rate of decrease and the concentration of purmorphamine
(Fig. 3a). This suggests that the profile of GLI activity evoked by SHH is
shaped mainly by an adaptation mechanism acting upstream of SMO.

As PTC1 is a well-established inhibitor of SHH signalling8, we tested
whether it is required cell autonomously for the temporal adaptation of
cells to SHH. Small interfering RNAs (siRNAs) were used to block
chick PTC1 (cPTC1) induction (Fig. 3b and Supplementary Figs
3–6). In ovo transfection of cPTC1 siRNAs inhibited the upregulation
of cPTC1 but did not completely abolish its expression (Supplementary
Fig. 4, and data not shown). As a result, and consistent with observa-
tions in mouse embryos containing an un-inducible allele of Ptc110,
ventralization of the neural tube, but no ligand-independent SHH
signalling, was observed in siRNA-transfected embryos or in inter-
mediate region neural plate explants (Supplementary Figs 3 and 5).
We therefore assayed whether blocking cPTC1 upregulation altered
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Figure 1 | The temporal and concentration dependence of the response of
neural cells to SHH. a, PAX7, OLIG2 and NKX2.2 expression in HH stage 19
chick neural tube (scale bar, 50 mm). b–d, Intermediate region neural plate
explants cultured for 24 h in the indicated concentrations of SHH and
assayed simultaneously for the expression of PAX7, OLIG2 and NKX2.2.
OLIG2 expression decreases as NKX2.2 is induced, consistent with the
ability of NKX2.2 to repress OLIG212. e, Quantification of cells expressing
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(n $ 5; number of cells per unit 6 s.d.). f, PAX7, OLIG2 and NKX2.2
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of GLI activity, NVF explants were cultured for 12 h and then trans-
ferred to media containing cyclopamine, a small-molecule antagonist
of SHH signalling (Supplementary Fig. 2). GLI activity and gene
expression were monitored at 18 h (Fig. 2c–e, i). Addition of
200 nM cyclopamine at 12 h resulted in a twofold decrease in GLI
activity and a failure to induce NKX2.2 expression (Fig. 2c, e, i) with-
out inhibiting OLIG2 expression. Furthermore, addition of 400 nM
cyclopamine inhibited GLI activity to background levels, leading to a
complete loss of NKX2.2 expression and a decrease in the number of
OLIG2-expressing cells (Fig. 2c, e, and data not shown). These data
indicate that the duration of GLI activity is crucial for determining the
cellular response to SHH. To test the converse prediction of the model,
we assayed the effect of extending the period of SHH signalling
(Fig. 2j). Consistent with the model, prolonging SHH signalling
resulted in peak OLIG2 and NKX2.2 induction at lower SHH con-
centrations after 48 h of exposure compared to 24 h and 36 h (Fig. 2j).

Two mechanisms that could account for the adaptation of cells
to SHH signalling are the loss of a factor necessary for signal transduc-
tion or the induction of inhibitors of signal transduction, such as the
SHH-binding protein PTC1 (refs 21–23). We assessed GLI activity in a

time series of intermediate region neural plate explants in which SHH
signalling was induced using purmorphamine, a small-molecule ago-
nist of SMO24 (Fig. 3a and Supplementary Fig. 2). In contrast to the
response of neural cells to SHH (Fig. 2a), even though a diminution in
GLI activity was observed in treated cells, there was no correlation
between the rate of decrease and the concentration of purmorphamine
(Fig. 3a). This suggests that the profile of GLI activity evoked by SHH is
shaped mainly by an adaptation mechanism acting upstream of SMO.

As PTC1 is a well-established inhibitor of SHH signalling8, we tested
whether it is required cell autonomously for the temporal adaptation of
cells to SHH. Small interfering RNAs (siRNAs) were used to block
chick PTC1 (cPTC1) induction (Fig. 3b and Supplementary Figs
3–6). In ovo transfection of cPTC1 siRNAs inhibited the upregulation
of cPTC1 but did not completely abolish its expression (Supplementary
Fig. 4, and data not shown). As a result, and consistent with observa-
tions in mouse embryos containing an un-inducible allele of Ptc110,
ventralization of the neural tube, but no ligand-independent SHH
signalling, was observed in siRNA-transfected embryos or in inter-
mediate region neural plate explants (Supplementary Figs 3 and 5).
We therefore assayed whether blocking cPTC1 upregulation altered
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Shh

• Signal output declines (adapts) faster 
in cells exposed to lower [Shh]. 

• The progressive adaptation of cells to 
Shh transforms ligand exposure into 
periods of increased GLI activity, that 
are proportional to [Shh]
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exposure to M (variable [M]). This model illustrates how two different
parameters of a graded morphogen—amount of ligand and duration of
exposure—are transformed to an equivalent output by a responding cell.
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that after growth factor treatment, additional, combinatorial
cues may be required for their activation (Mendoza et al.,
2011). Third, it revealed that several downstream signaling path-
ways have intrinsic dynamic dependencies, selectively respond-
ing to sustained but not transient Ras activation. These dynamic
dependencies are difficult to extract by treatment with normal
extracellular stimuli because of their complex, multibranched
signaling.

We show that this analysis can be used to uncover extra-
cellular as well as intracellular signaling connections: mixing
light-responsive and WT 3T3 cells revealed an Erk-to-STAT3
paracrine signaling circuit. This circuit has two key properties:
(1) it is preferentially activated in cells that did not previously
activate Ras/Erk signaling, and (2) it ensures that only sustained
Erk activation drives cytokine release. We imagine that this
peculiar dual role, combining self-inhibition with transactivation,
might play an important spatial role in signaling.

The cytokine-mediated activation of STAT3 is a ‘‘persistence
detector,’’ preferentially responding to input signals that do
not undergo a transient drop in intensity (Figures 6D–6F, S6H,
and S6I). This observation indicates that the Erk-to-STAT3
module is capable of sophisticated signal processing and is
not merely a slow transcriptional response accumulating
extracellular cytokine over time (which would be insensitive to
a transient drop in input). Network motifs such as the coherent
feedforward loop (Mangan and Alon, 2003; Murphy et al.,
2002), known to be capable of persistence detection, may
play a role in this process.

This optogenetic approach should, in principle, be applicable
to a wide range of signaling nodes, and it would be extremely
useful to use such an approach to catalog the basis set of
responses triggered by a set of the most commonly used
signaling nodes. This basis set of responses might provide the
elemental building blocks that can be used to disentangle and
understand more complex signaling behaviors.

EXPERIMENTAL PROCEDURES

Plasmids
Fragments encoding key domains were amplified from plasmids using PCR

and ligated into a pHR lentiviral backbone using Gibson assembly (Gibson

et al., 2009).

Cell Culture
NIH 3T3 cell lines were generated and cultured as described in Toettcher et al.

(2011). PC12 cell lines were cultured as described in Santos et al. (2007).

Microscopy
Bright-field and confocal microscopy was performed on a Nikon Eclipse Ti

microscope at 37! and in 5% CO2, as described in detail in the Extended

Experimental Procedures.

Cell Lysate Collection, RPPA, and Western Blots
For RPPA andwestern blots, cell lysates were collected as described in Davies

et al. (2012). For RPPA, lysates were processed and analyzed by the MD

Anderson Cancer Center RPPA Core Facility. For western blots, lysates

were loaded onto 4%–12% Bis-Tris gels, transferred to nitrocellulose, probed

with primary and secondary antibodies, and imaged using Li-Cor Odyssey

imaging system.

Immunofluorescence
Cells were fixed with 4% paraformaldehyde, permeabilized in ice-cold 90%

methanol, blocked, and probed with primary and secondary antibodies before

immediate imaging by confocal microscopy.

SUPPLEMENTAL INFORMATION

Supplemental Information included Extended Experimental Procedures, six

figures, and two movies and can be found with this article online at http://

dx.doi.org/10.1016/j.cell.2013.11.004.
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• Encoding and decoding the duration of signalling

• Precision sensing at the single cell level: Each cell is capable of singular and stable response over hours. 
• ERK signalling is a high bandwidth low pass filter.  
• Differential modular decoding downstream of Ras/ERK: 

— Fast module faithfully transmit Ras dynamics 
— Slow module is a persistence detector that only conveys long lasting signals

• Use optogenetics to perturb the dynamics of Ras signalling

that after growth factor treatment, additional, combinatorial
cues may be required for their activation (Mendoza et al.,
2011). Third, it revealed that several downstream signaling path-
ways have intrinsic dynamic dependencies, selectively respond-
ing to sustained but not transient Ras activation. These dynamic
dependencies are difficult to extract by treatment with normal
extracellular stimuli because of their complex, multibranched
signaling.

We show that this analysis can be used to uncover extra-
cellular as well as intracellular signaling connections: mixing
light-responsive and WT 3T3 cells revealed an Erk-to-STAT3
paracrine signaling circuit. This circuit has two key properties:
(1) it is preferentially activated in cells that did not previously
activate Ras/Erk signaling, and (2) it ensures that only sustained
Erk activation drives cytokine release. We imagine that this
peculiar dual role, combining self-inhibition with transactivation,
might play an important spatial role in signaling.

The cytokine-mediated activation of STAT3 is a ‘‘persistence
detector,’’ preferentially responding to input signals that do
not undergo a transient drop in intensity (Figures 6D–6F, S6H,
and S6I). This observation indicates that the Erk-to-STAT3
module is capable of sophisticated signal processing and is
not merely a slow transcriptional response accumulating
extracellular cytokine over time (which would be insensitive to
a transient drop in input). Network motifs such as the coherent
feedforward loop (Mangan and Alon, 2003; Murphy et al.,
2002), known to be capable of persistence detection, may
play a role in this process.

This optogenetic approach should, in principle, be applicable
to a wide range of signaling nodes, and it would be extremely
useful to use such an approach to catalog the basis set of
responses triggered by a set of the most commonly used
signaling nodes. This basis set of responses might provide the
elemental building blocks that can be used to disentangle and
understand more complex signaling behaviors.
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Fragments encoding key domains were amplified from plasmids using PCR

and ligated into a pHR lentiviral backbone using Gibson assembly (Gibson

et al., 2009).

C e ll C u l t u r e
NIH 3T3 cell lines were generated and cultured as described in Toettcher et al.

(2011). PC12 cell lines were cultured as described in Santos et al. (2007).

M i c r o s c o p y
Bright-field and confocal microscopy was performed on a Nikon Eclipse Ti

microscope at 37! and in 5% CO2, as described in detail in the Extended

Experimental Procedures.
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et al. (2012). For RPPA, lysates were processed and analyzed by the MD

Anderson Cancer Center RPPA Core Facility. For western blots, lysates

were loaded onto 4%–12% Bis-Tris gels, transferred to nitrocellulose, probed

with primary and secondary antibodies, and imaged using Li-Cor Odyssey

imaging system.
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Cells were fixed with 4% paraformaldehyde, permeabilized in ice-cold 90%

methanol, blocked, and probed with primary and secondary antibodies before

immediate imaging by confocal microscopy.
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Temporal information in biological signalling

• Encoding and decoding frequency modulated signalling

An additional level of quantization emerged in the initial response
to a change in calcium, which exhibited an all-or-nothing response at
the single-cell level. At calcium concentrations of at least 100 mM,
most cells displayed a synchronous initial burst of Crz1 nuclear

localization. This resulted in a sharp histogram of values of tdelay,
defined as the time interval between calcium addition and the first
burst of Crz1 nuclear localization (Fig. 1c). In contrast, at lower
calcium levels of about 10 mM, no synchronous initial response
occurred, as reflected in the much broader distribution and larger
mean of tdelay. Intermediate calcium concentrations produced a mix-
ture of the two discrete behaviours (Supplementary Fig. 2). Thus,
rather than controlling the amplitude of the initial response, calcium
modulates the proportion of fast-responding cells (Fig. 2c).
Critically, in both the initial response and the subsequent bursts,
we never observed persistent intermediate levels of localiza-
tion. Taken together, these results reveal that Crz1 burst activity is
‘quantized’ at multiple levels in cells and that only the frequencies of
burst events are modulated by extracellular calcium.

Active generation of bursts

Because nuclear localization bursts occurred stochastically in single
cells and were unsynchronized within a population on the same slide,
they could not be driven by fluctuations in external conditions. These
bursts also cannot be explained simply by independent fluctuations
in the phosphorylation or localization state of individual Crz1 mole-
cules, because each burst involves coherent translocation of a large
fraction of the approximate 1,000 copies of Crz1 present per cell10. To
gain insight into these dynamics, we next asked whether Crz1 bursts
were related to, or driven by, other dynamic cellular phenomena.

First, we acquired movies of cells expressing both the G1 cell-cycle
phase marker Whi5–GFP11 and Crz1–mCherry. We found no evi-
dence for cell-cycle regulation of Crz1 localization bursts, nor were
bursts in daughter cells correlated with those in corresponding
mother cells (Supplementary Fig. 5).

Second, we examined the role of intracellular calcium, which in
other cell types has been shown to exhibit spike-like dynamics12. We
acquired movies of yeast cells expressing both a fluorescence resonance
energy transfer (FRET)-based calcium sensor13 and Crz1–mCherry.
We observed sporadic transient spikes in intracellular calcium lasting
about 38 s (Supplementary Fig. 7). These spikes coincided with some
Crz1 localization bursts (Fig. 3a and Supplementary Fig. 6). However,
Crz1 localization bursts also occurred without corresponding calcium
spikes, indicating that localization bursts may be stimulated by cal-
cium spikes, but are not exclusively determined by them.
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bars are estimated from bootstrap.
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Figure 1 | Crz1 undergoes bursts of nuclear localization in response to
calcium. a, In the presence of extracellular Ca21, Crz1 is dephosphorylated
and translocates into the nucleus. b, Filmstrip showing yeast cells with
Crz1–GFP before and after addition of 200 mM extracellular calcium (yellow
square). Frames displayed here are separated by 4.5 min, but actual time
resolution is higher. c, d, Two single-cell time traces showing Crz1
localization behaviour of the two cells in b. Note that there is a synchronized

initial burst of nuclear localization followed by subsequent unsynchronized
isolated and cluster bursts of localization. Individual burst duration, tburst,
and cluster duration, tcluster, as well as the delay between calcium addition
and the initial response, tdelay, are defined on the traces. e, Averaged
localization trace shows how single-cell burst dynamics yield partial
adaptation across a population of cells.

ARTICLES NATURE | Vol 455 | 25 September 2008

486
 ©2008 Macmillan Publishers Limited. All rights reserved

• In budding Yeast, the transcription factor Crz1 
mediates calcium stress response. 

• Crz1 coordinates transcription of ~100 genes and 
cell response to changes in extracellular Ca2+.

• Crz1-GFP translocates to nucleus in response to Ca2+. 
• Crz1-GFP shows stochastic bursts of nuclear 

translocation which tend to cluster.
An additional level of quantization emerged in the initial response

to a change in calcium, which exhibited an all-or-nothing response at
the single-cell level. At calcium concentrations of at least 100 mM,
most cells displayed a synchronous initial burst of Crz1 nuclear

localization. This resulted in a sharp histogram of values of tdelay,
defined as the time interval between calcium addition and the first
burst of Crz1 nuclear localization (Fig. 1c). In contrast, at lower
calcium levels of about 10 mM, no synchronous initial response
occurred, as reflected in the much broader distribution and larger
mean of tdelay. Intermediate calcium concentrations produced a mix-
ture of the two discrete behaviours (Supplementary Fig. 2). Thus,
rather than controlling the amplitude of the initial response, calcium
modulates the proportion of fast-responding cells (Fig. 2c).
Critically, in both the initial response and the subsequent bursts,
we never observed persistent intermediate levels of localiza-
tion. Taken together, these results reveal that Crz1 burst activity is
‘quantized’ at multiple levels in cells and that only the frequencies of
burst events are modulated by extracellular calcium.

Active generation of bursts

Because nuclear localization bursts occurred stochastically in single
cells and were unsynchronized within a population on the same slide,
they could not be driven by fluctuations in external conditions. These
bursts also cannot be explained simply by independent fluctuations
in the phosphorylation or localization state of individual Crz1 mole-
cules, because each burst involves coherent translocation of a large
fraction of the approximate 1,000 copies of Crz1 present per cell10. To
gain insight into these dynamics, we next asked whether Crz1 bursts
were related to, or driven by, other dynamic cellular phenomena.

First, we acquired movies of cells expressing both the G1 cell-cycle
phase marker Whi5–GFP11 and Crz1–mCherry. We found no evi-
dence for cell-cycle regulation of Crz1 localization bursts, nor were
bursts in daughter cells correlated with those in corresponding
mother cells (Supplementary Fig. 5).

Second, we examined the role of intracellular calcium, which in
other cell types has been shown to exhibit spike-like dynamics12. We
acquired movies of yeast cells expressing both a fluorescence resonance
energy transfer (FRET)-based calcium sensor13 and Crz1–mCherry.
We observed sporadic transient spikes in intracellular calcium lasting
about 38 s (Supplementary Fig. 7). These spikes coincided with some
Crz1 localization bursts (Fig. 3a and Supplementary Fig. 6). However,
Crz1 localization bursts also occurred without corresponding calcium
spikes, indicating that localization bursts may be stimulated by cal-
cium spikes, but are not exclusively determined by them.
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Figure 2 | Calcium modulates the frequency, but not the duration, of Crz1
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concentration (error bars calculated by using different thresholds for burst
determination, see Supplementary Information). b, Burst duration is
independent of calcium concentration. Normalized histograms, h(t) of total
burst duration at two calcium concentrations are both well fit by
h(t) 5 te2t/t with t 5 70 s (black line). c, The proportion of cells that respond
initially to extracellular calcium increases with the calcium concentration.
Bars represent the fraction of cells with nuclear-localized Crz1 within 15 min
of addition of calcium. d, Average autocorrelation functions of localization
trajectories (n 5 58 and 85 cells respectively) from a population of cells at
two calcium concentrations. At low Ca21 concentrations (blue, 50 mM), the
autocorrelation can be well fit by a single exponential with timescale
tburst < 60 s, whereas at high Ca21 concentrations (red, 200 mM), two
timescales of fluctuations emerge, tburst < 60 s and tcluster < 720 s,
corresponding to isolated and clustered bursts, respectively. Inset shows the
relative weight of the clustered bursts, which appear at Ca21 concentrations
greater than 100 mM and increase in frequency as calcium increases. Error
bars are estimated from bootstrap.
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Figure 1 | Crz1 undergoes bursts of nuclear localization in response to
calcium. a, In the presence of extracellular Ca21, Crz1 is dephosphorylated
and translocates into the nucleus. b, Filmstrip showing yeast cells with
Crz1–GFP before and after addition of 200 mM extracellular calcium (yellow
square). Frames displayed here are separated by 4.5 min, but actual time
resolution is higher. c, d, Two single-cell time traces showing Crz1
localization behaviour of the two cells in b. Note that there is a synchronized

initial burst of nuclear localization followed by subsequent unsynchronized
isolated and cluster bursts of localization. Individual burst duration, tburst,
and cluster duration, tcluster, as well as the delay between calcium addition
and the initial response, tdelay, are defined on the traces. e, Averaged
localization trace shows how single-cell burst dynamics yield partial
adaptation across a population of cells.

ARTICLES NATURE | Vol 455 | 25 September 2008

486
 ©2008 Macmillan Publishers Limited. All rights reserved

An additional level of quantization emerged in the initial response
to a change in calcium, which exhibited an all-or-nothing response at
the single-cell level. At calcium concentrations of at least 100 mM,
most cells displayed a synchronous initial burst of Crz1 nuclear

localization. This resulted in a sharp histogram of values of tdelay,
defined as the time interval between calcium addition and the first
burst of Crz1 nuclear localization (Fig. 1c). In contrast, at lower
calcium levels of about 10 mM, no synchronous initial response
occurred, as reflected in the much broader distribution and larger
mean of tdelay. Intermediate calcium concentrations produced a mix-
ture of the two discrete behaviours (Supplementary Fig. 2). Thus,
rather than controlling the amplitude of the initial response, calcium
modulates the proportion of fast-responding cells (Fig. 2c).
Critically, in both the initial response and the subsequent bursts,
we never observed persistent intermediate levels of localiza-
tion. Taken together, these results reveal that Crz1 burst activity is
‘quantized’ at multiple levels in cells and that only the frequencies of
burst events are modulated by extracellular calcium.

Active generation of bursts

Because nuclear localization bursts occurred stochastically in single
cells and were unsynchronized within a population on the same slide,
they could not be driven by fluctuations in external conditions. These
bursts also cannot be explained simply by independent fluctuations
in the phosphorylation or localization state of individual Crz1 mole-
cules, because each burst involves coherent translocation of a large
fraction of the approximate 1,000 copies of Crz1 present per cell10. To
gain insight into these dynamics, we next asked whether Crz1 bursts
were related to, or driven by, other dynamic cellular phenomena.

First, we acquired movies of cells expressing both the G1 cell-cycle
phase marker Whi5–GFP11 and Crz1–mCherry. We found no evi-
dence for cell-cycle regulation of Crz1 localization bursts, nor were
bursts in daughter cells correlated with those in corresponding
mother cells (Supplementary Fig. 5).

Second, we examined the role of intracellular calcium, which in
other cell types has been shown to exhibit spike-like dynamics12. We
acquired movies of yeast cells expressing both a fluorescence resonance
energy transfer (FRET)-based calcium sensor13 and Crz1–mCherry.
We observed sporadic transient spikes in intracellular calcium lasting
about 38 s (Supplementary Fig. 7). These spikes coincided with some
Crz1 localization bursts (Fig. 3a and Supplementary Fig. 6). However,
Crz1 localization bursts also occurred without corresponding calcium
spikes, indicating that localization bursts may be stimulated by cal-
cium spikes, but are not exclusively determined by them.
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Figure 2 | Calcium modulates the frequency, but not the duration, of Crz1
nuclear localization bursts. a, Frequency of bursts increases with calcium
concentration (error bars calculated by using different thresholds for burst
determination, see Supplementary Information). b, Burst duration is
independent of calcium concentration. Normalized histograms, h(t) of total
burst duration at two calcium concentrations are both well fit by
h(t) 5 te2t/t with t 5 70 s (black line). c, The proportion of cells that respond
initially to extracellular calcium increases with the calcium concentration.
Bars represent the fraction of cells with nuclear-localized Crz1 within 15 min
of addition of calcium. d, Average autocorrelation functions of localization
trajectories (n 5 58 and 85 cells respectively) from a population of cells at
two calcium concentrations. At low Ca21 concentrations (blue, 50 mM), the
autocorrelation can be well fit by a single exponential with timescale
tburst < 60 s, whereas at high Ca21 concentrations (red, 200 mM), two
timescales of fluctuations emerge, tburst < 60 s and tcluster < 720 s,
corresponding to isolated and clustered bursts, respectively. Inset shows the
relative weight of the clustered bursts, which appear at Ca21 concentrations
greater than 100 mM and increase in frequency as calcium increases. Error
bars are estimated from bootstrap.
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Figure 1 | Crz1 undergoes bursts of nuclear localization in response to
calcium. a, In the presence of extracellular Ca21, Crz1 is dephosphorylated
and translocates into the nucleus. b, Filmstrip showing yeast cells with
Crz1–GFP before and after addition of 200 mM extracellular calcium (yellow
square). Frames displayed here are separated by 4.5 min, but actual time
resolution is higher. c, d, Two single-cell time traces showing Crz1
localization behaviour of the two cells in b. Note that there is a synchronized

initial burst of nuclear localization followed by subsequent unsynchronized
isolated and cluster bursts of localization. Individual burst duration, tburst,
and cluster duration, tcluster, as well as the delay between calcium addition
and the initial response, tdelay, are defined on the traces. e, Averaged
localization trace shows how single-cell burst dynamics yield partial
adaptation across a population of cells.
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• Ca2+ concentration tunes the burst frequency but not 
the duration of Crz1-GFP nuclear translocation. 

L. Cai, CK Dalal and M. Elowitz Nature, 455:485-490 (2008)
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Temporal information in biological signalling

• Encoding and decoding frequency modulated signalling

Third, we asked whether Crz1 bursts are driven by fluctuations in
calcineurin, the upstream phosphatase that initiates Crz1 nuclear
localization14. We analysed a Crz1 mutant15 with higher affinity to
calcineurin, GFP-Crz1high, together with Crz1–mCherry simulta-
neously in the same cell. If Crz1 bursts were just passive readouts
of spikes in calcineurin activity, one would expect both types of Crz1
to burst simultaneously, with amplitudes related to their relative
calcineurin affinities. Instead, we observed that Crz1high exhibited
an increased burst frequency. Wild-type Crz1 bursts were a subset
of these Crz1high bursts (Fig. 3b). Similarly, sub-saturating concen-
trations of the calcineurin inhibitor FK506 (ref. 16) reduced the
frequency of bursts, but did not affect their amplitude
(Supplementary Fig. 8). As the calcineurin–Crz1 interaction controls
only the frequency of burst initiation, Crz1 localization dynamics do
not simply follow upstream fluctuations in calcineurin activity.

Finally, to investigate the generality of localization bursts, we exam-
ined Msn2, a general stress-response transcription factor that was pre-
viously reported to exhibit nuclear localization oscillations17–19. We
found that Msn2–GFP localization is induced by calcium stress. Like
Crz1, it localized in short bursts on a timescale of 1.5–2 min, and
exhibited clustered bursts (Fig. 3c and Supplementary Fig. 9).
However, despite these statistical similarities, bursts of the two pro-
teins were largely uncorrelated when observed simultaneously in the
same cells under calcium stress (Fig. 3c and Supplementary Fig. 10). Of
the Msn2–GFP bursts, 18.4 6 2.0% coincided with Crz1–mCherry
bursts, a fraction only slightly higher than the 14.0 6 1.2% of overlap-
ping events expected by chance if the two proteins burst independently
(Supplementary Information). Furthermore, bursts of Msn2 nuclear
localization can occur in the absence of calcium, whereas Crz1 bursts
cannot. Similarly, we observed that the glucose-responsive repres-
sor Mig1 exhibited bursts of nuclear localization at low glucose
concentrations. These results suggest that cells operate multiple tran-
scription-factor localization burst systems in a largely independent
manner.

The functional role of frequency modulation

What effect do frequency-modulation-regulated Crz1 localization
bursts have on downstream genes? We analysed the transcriptional
activity of a synthetic Crz1-dependent promoter containing two
calcineurin-dependent response elements (23CDRE)20, driving
expression of the fluorescent protein Venus. We also monitored
Crz1–mCherry localization simultaneously in the same cell
(Fig. 3d). We found that the promoter was expressed in transcrip-
tional bursts that followed Crz1 localization bursts (Fig. 3d).
Interestingly, not all Crz1 localization bursts resulted in observable
transcriptional bursts, suggesting that transcription initiation is
probabilistic. Nevertheless, the rate of Venus production (time deri-
vative of fluorescence) was correlated with Crz1–mCherry bursts
with a time-delay comparable to the maturation time of the Venus
fluorophore, as expected (Fig. 3d inset and Supplementary Fig. 12).
We observed similar results with a natural Crz1 target gene, Cmk2
(Supplementary Fig. 11)5. Thus, transcription-factor localization
bursts propagate to downstream targets, and represent a general
mechanism for generating ‘transcriptional bursting’21–23 in down-
stream gene expression24–34.

Standard models of gene regulation involve amplitude modu-
lation, or analogue, changes in transcription-factor concentration
in response to external signals. What biological functions could the
frequency modulation form of regulation observed here provide for
the cell? Crz1 regulates more than 100 different target genes5, includ-
ing Ca21 pumps and structural proteins necessary for calcium
adaptation. The target promoters of these genes may differ in their
input functions, defined as the dependence of transcription rate on
the concentration of transcription factor in the nucleus. Input func-
tions vary widely in their minimal and maximal levels of expression,
the concentration of transcription factor at which they reach half-
maximal activity, and in the sharpness, or cooperativity, of their
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Figure 3 | Crz1 localization bursts are partially independent of other
cellular processes and affect downstream gene expression. a, Time traces
of Crz1–mCherry localization (blue) in arbitrary units and FRET ratio
changes (black), indicating intracellular calcium levels. Arrows indicate
spontaneous calcium spikes coincident with Crz1 localization bursts.
b, Single-cell time traces of Crz1–mCherry (blue) and the Crz1high–GFP
mutant (green) with increased affinity to calcineurin. Both Crz1 proteins are
expressed and measured simultaneously in the same cell. c, Single-cell traces
of Crz1–mCherry and Msn2–GFP in the same cell. Note that the two
proteins exhibit statistically similar burst-like behaviour but only weak
correlation. d, Crz1–mCherry localization (blue) increases expression of the
Crz1 target synthetic promoter (23CDRE) (red). Transcriptional bursts in
p23CDRE–Venus are preceded by corresponding Crz1 localization bursts.
Note that not all Crz1 localization bursts result in observable transcriptional
bursts, suggesting additional levels of stochasticity in transcription
initiation. Inset shows positive cross-correlation (n 5 9 cells) between the
promoter activity and Crz1 localization with a delay corresponding to target
protein maturation. Error bars are estimated from bootstrap.
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• Statistical correlation between Crz1 bursts and 
transcriptional activation of synthetic target gene. 

• Crz1 nuclear bursts increase transcription of target gene. 

response35. We used an analytic model to show that frequency-
modulation regulation of nuclear localization bursts could allow
transcription factors to modulate the expression of multiple target
genes in concert, keeping their relative abundances fixed over a wide
dynamic range, regardless of the shapes of their input functions.

This hypothesis can be understood by comparing the effects that
amplitude- and frequency-modulation regulation systems have on
two hypothetical target promoters, labelled A and B, with different
input functions (Fig. 4b, e, grey dashed curves). In the amplitude-
modulation regulation system, the fraction of Crz1 molecules in the
nucleus, Crz1nuc, would increase with calcium, but remain constant
over time (Fig. 4a, b). Accordingly, histograms of Crz1nuc would
exhibit a single peak whose position is calcium-dependent (Fig. 4b).
The expression level of each gene would be proportional to its input
function evaluated at this peak position. Because it is expected that
these input functions would, in general, differ in shape, the norma-
lized rates of A and B expression would vary differently with Crz1nuc,
and hence their ratio would vary with calcium (Fig. 4c). Thus, in the
amplitude modulation model, A and B would be expressed in an
‘uncoordinated’ fashion.

In contrast, frequency-modulation regulation (Fig. 4d) would con-
trol the fraction of time that Crz1 is nuclear, rather than the concen-
tration of nuclear Crz1. In the limiting case of switching between two
localization levels, this would cause Crz1nuc to be either high, during a
burst, or very low, between bursts, but rarely in between, resulting in a
bimodal Crz1nuc histogram (Fig. 4e). The expression level of each
target promoter would be determined mainly by the value of its input
function near the location of the higher histogram peak, and by the
fraction of time Crz1 spends in the localized state, which determines
the height of the peak. In frequency-modulation regulation, higher
levels of calcium would increase the relative height of this peak, by
increasing the frequency of bursts, but would not change its position
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Figure 5 | Frequency-modulated bursts coordinate gene expression.
a, Measured expression levels of synthetic Crz1 target promoters containing
one, two and four CDREs. In each case, expression levels are normalized by
their maximum. Note the similarity of curves to each other and to burst
frequency. Bottom inset shows expression at 200 mM calcium normalized by
the expression of the 13CDRE. b, Expression profiles of natural target
promoters (solid lines) exhibit similar inductions as the Crz1 burst
frequency (dashed line). Only ten are plotted here for clarity. Error bars
indicate standard error from repeated experiments. Induction curves for 64
genes are shown in Supplementary Fig. 14. c, Expression level of synthetic
target genes at wild-type versus overexpressed levels of Crz1. Each promoter
is normalized by its maximum expression in cells with wild-type Crz1 levels.
Thus the normalized expression levels of one, two and four CDREs at
[Crz1]wt each equal 1. If all promoter input functions were identical, then
their normalized expression should increase by the same factor when Crz1 is
overexpressed. However, the data show a range of fold changes in expression
levels, excluding identical input function shapes as an explanation for
proportional regulation. d, Same as c for the natural promoters in b.
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Figure 4 | Frequency- versus amplitude-modulation regulation of two
hypothetical target genes, labelled A and B (schematic). a, In the
amplitude-modulation regulation system, the fraction of nuclear Crz1
(Crz1nuc) changes with calcium, but remains constant over time. b, As such,
the histogram of Crz1nuc yields single peaks at calcium-dependent positions.
Target gene expression level is proportional to the input functions at these
peak positions. c, Because their input functions differ, the normalized rates
of A and B expression vary differently with nuclear Crz1, and hence with
calcium, yielding different (uncoordinated) expression profiles as a function
of calcium. d, In frequency modulation, where Crz1 molecules collectively
move between nuclear and cytoplasmic compartments, Crz1nuc is either high
or low, during or between bursts, respectively. This graph depicts the
limiting case of rapid and complete transitions between two states, but
results do not depend on this assumption (see Supplementary Information).
e, This yields a bimodal histogram in which the height, but not the position,
of the peak is calcium dependent. f, Consequently, the expression levels of A
and B are each proportional to burst frequency, and hence to each other,
yielding coordinated expression, as shown.
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• Frequency modulation: 
— Ca2+ controls the fraction of time that Crz1 is nuclear, not 
the concentration. 
— Gene expression is proportional to burst frequency 
— As Ca2+ increases, transcription of both genes increases 
proportionately. 
— gene expression is coordinated. 

response35. We used an analytic model to show that frequency-
modulation regulation of nuclear localization bursts could allow
transcription factors to modulate the expression of multiple target
genes in concert, keeping their relative abundances fixed over a wide
dynamic range, regardless of the shapes of their input functions.

This hypothesis can be understood by comparing the effects that
amplitude- and frequency-modulation regulation systems have on
two hypothetical target promoters, labelled A and B, with different
input functions (Fig. 4b, e, grey dashed curves). In the amplitude-
modulation regulation system, the fraction of Crz1 molecules in the
nucleus, Crz1nuc, would increase with calcium, but remain constant
over time (Fig. 4a, b). Accordingly, histograms of Crz1nuc would
exhibit a single peak whose position is calcium-dependent (Fig. 4b).
The expression level of each gene would be proportional to its input
function evaluated at this peak position. Because it is expected that
these input functions would, in general, differ in shape, the norma-
lized rates of A and B expression would vary differently with Crz1nuc,
and hence their ratio would vary with calcium (Fig. 4c). Thus, in the
amplitude modulation model, A and B would be expressed in an
‘uncoordinated’ fashion.

In contrast, frequency-modulation regulation (Fig. 4d) would con-
trol the fraction of time that Crz1 is nuclear, rather than the concen-
tration of nuclear Crz1. In the limiting case of switching between two
localization levels, this would cause Crz1nuc to be either high, during a
burst, or very low, between bursts, but rarely in between, resulting in a
bimodal Crz1nuc histogram (Fig. 4e). The expression level of each
target promoter would be determined mainly by the value of its input
function near the location of the higher histogram peak, and by the
fraction of time Crz1 spends in the localized state, which determines
the height of the peak. In frequency-modulation regulation, higher
levels of calcium would increase the relative height of this peak, by
increasing the frequency of bursts, but would not change its position
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Figure 5 | Frequency-modulated bursts coordinate gene expression.
a, Measured expression levels of synthetic Crz1 target promoters containing
one, two and four CDREs. In each case, expression levels are normalized by
their maximum. Note the similarity of curves to each other and to burst
frequency. Bottom inset shows expression at 200 mM calcium normalized by
the expression of the 13CDRE. b, Expression profiles of natural target
promoters (solid lines) exhibit similar inductions as the Crz1 burst
frequency (dashed line). Only ten are plotted here for clarity. Error bars
indicate standard error from repeated experiments. Induction curves for 64
genes are shown in Supplementary Fig. 14. c, Expression level of synthetic
target genes at wild-type versus overexpressed levels of Crz1. Each promoter
is normalized by its maximum expression in cells with wild-type Crz1 levels.
Thus the normalized expression levels of one, two and four CDREs at
[Crz1]wt each equal 1. If all promoter input functions were identical, then
their normalized expression should increase by the same factor when Crz1 is
overexpressed. However, the data show a range of fold changes in expression
levels, excluding identical input function shapes as an explanation for
proportional regulation. d, Same as c for the natural promoters in b.
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Figure 4 | Frequency- versus amplitude-modulation regulation of two
hypothetical target genes, labelled A and B (schematic). a, In the
amplitude-modulation regulation system, the fraction of nuclear Crz1
(Crz1nuc) changes with calcium, but remains constant over time. b, As such,
the histogram of Crz1nuc yields single peaks at calcium-dependent positions.
Target gene expression level is proportional to the input functions at these
peak positions. c, Because their input functions differ, the normalized rates
of A and B expression vary differently with nuclear Crz1, and hence with
calcium, yielding different (uncoordinated) expression profiles as a function
of calcium. d, In frequency modulation, where Crz1 molecules collectively
move between nuclear and cytoplasmic compartments, Crz1nuc is either high
or low, during or between bursts, respectively. This graph depicts the
limiting case of rapid and complete transitions between two states, but
results do not depend on this assumption (see Supplementary Information).
e, This yields a bimodal histogram in which the height, but not the position,
of the peak is calcium dependent. f, Consequently, the expression levels of A
and B are each proportional to burst frequency, and hence to each other,
yielding coordinated expression, as shown.
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response35. We used an analytic model to show that frequency-
modulation regulation of nuclear localization bursts could allow
transcription factors to modulate the expression of multiple target
genes in concert, keeping their relative abundances fixed over a wide
dynamic range, regardless of the shapes of their input functions.

This hypothesis can be understood by comparing the effects that
amplitude- and frequency-modulation regulation systems have on
two hypothetical target promoters, labelled A and B, with different
input functions (Fig. 4b, e, grey dashed curves). In the amplitude-
modulation regulation system, the fraction of Crz1 molecules in the
nucleus, Crz1nuc, would increase with calcium, but remain constant
over time (Fig. 4a, b). Accordingly, histograms of Crz1nuc would
exhibit a single peak whose position is calcium-dependent (Fig. 4b).
The expression level of each gene would be proportional to its input
function evaluated at this peak position. Because it is expected that
these input functions would, in general, differ in shape, the norma-
lized rates of A and B expression would vary differently with Crz1nuc,
and hence their ratio would vary with calcium (Fig. 4c). Thus, in the
amplitude modulation model, A and B would be expressed in an
‘uncoordinated’ fashion.

In contrast, frequency-modulation regulation (Fig. 4d) would con-
trol the fraction of time that Crz1 is nuclear, rather than the concen-
tration of nuclear Crz1. In the limiting case of switching between two
localization levels, this would cause Crz1nuc to be either high, during a
burst, or very low, between bursts, but rarely in between, resulting in a
bimodal Crz1nuc histogram (Fig. 4e). The expression level of each
target promoter would be determined mainly by the value of its input
function near the location of the higher histogram peak, and by the
fraction of time Crz1 spends in the localized state, which determines
the height of the peak. In frequency-modulation regulation, higher
levels of calcium would increase the relative height of this peak, by
increasing the frequency of bursts, but would not change its position
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Figure 5 | Frequency-modulated bursts coordinate gene expression.
a, Measured expression levels of synthetic Crz1 target promoters containing
one, two and four CDREs. In each case, expression levels are normalized by
their maximum. Note the similarity of curves to each other and to burst
frequency. Bottom inset shows expression at 200 mM calcium normalized by
the expression of the 13CDRE. b, Expression profiles of natural target
promoters (solid lines) exhibit similar inductions as the Crz1 burst
frequency (dashed line). Only ten are plotted here for clarity. Error bars
indicate standard error from repeated experiments. Induction curves for 64
genes are shown in Supplementary Fig. 14. c, Expression level of synthetic
target genes at wild-type versus overexpressed levels of Crz1. Each promoter
is normalized by its maximum expression in cells with wild-type Crz1 levels.
Thus the normalized expression levels of one, two and four CDREs at
[Crz1]wt each equal 1. If all promoter input functions were identical, then
their normalized expression should increase by the same factor when Crz1 is
overexpressed. However, the data show a range of fold changes in expression
levels, excluding identical input function shapes as an explanation for
proportional regulation. d, Same as c for the natural promoters in b.
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Figure 4 | Frequency- versus amplitude-modulation regulation of two
hypothetical target genes, labelled A and B (schematic). a, In the
amplitude-modulation regulation system, the fraction of nuclear Crz1
(Crz1nuc) changes with calcium, but remains constant over time. b, As such,
the histogram of Crz1nuc yields single peaks at calcium-dependent positions.
Target gene expression level is proportional to the input functions at these
peak positions. c, Because their input functions differ, the normalized rates
of A and B expression vary differently with nuclear Crz1, and hence with
calcium, yielding different (uncoordinated) expression profiles as a function
of calcium. d, In frequency modulation, where Crz1 molecules collectively
move between nuclear and cytoplasmic compartments, Crz1nuc is either high
or low, during or between bursts, respectively. This graph depicts the
limiting case of rapid and complete transitions between two states, but
results do not depend on this assumption (see Supplementary Information).
e, This yields a bimodal histogram in which the height, but not the position,
of the peak is calcium dependent. f, Consequently, the expression levels of A
and B are each proportional to burst frequency, and hence to each other,
yielding coordinated expression, as shown.
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Experimental validation

L. Cai, CK Dalal and M. Elowitz Nature, 455:485-490 (2008)

Models:

response35. We used an analytic model to show that frequency-
modulation regulation of nuclear localization bursts could allow
transcription factors to modulate the expression of multiple target
genes in concert, keeping their relative abundances fixed over a wide
dynamic range, regardless of the shapes of their input functions.

This hypothesis can be understood by comparing the effects that
amplitude- and frequency-modulation regulation systems have on
two hypothetical target promoters, labelled A and B, with different
input functions (Fig. 4b, e, grey dashed curves). In the amplitude-
modulation regulation system, the fraction of Crz1 molecules in the
nucleus, Crz1nuc, would increase with calcium, but remain constant
over time (Fig. 4a, b). Accordingly, histograms of Crz1nuc would
exhibit a single peak whose position is calcium-dependent (Fig. 4b).
The expression level of each gene would be proportional to its input
function evaluated at this peak position. Because it is expected that
these input functions would, in general, differ in shape, the norma-
lized rates of A and B expression would vary differently with Crz1nuc,
and hence their ratio would vary with calcium (Fig. 4c). Thus, in the
amplitude modulation model, A and B would be expressed in an
‘uncoordinated’ fashion.

In contrast, frequency-modulation regulation (Fig. 4d) would con-
trol the fraction of time that Crz1 is nuclear, rather than the concen-
tration of nuclear Crz1. In the limiting case of switching between two
localization levels, this would cause Crz1nuc to be either high, during a
burst, or very low, between bursts, but rarely in between, resulting in a
bimodal Crz1nuc histogram (Fig. 4e). The expression level of each
target promoter would be determined mainly by the value of its input
function near the location of the higher histogram peak, and by the
fraction of time Crz1 spends in the localized state, which determines
the height of the peak. In frequency-modulation regulation, higher
levels of calcium would increase the relative height of this peak, by
increasing the frequency of bursts, but would not change its position
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Figure 5 | Frequency-modulated bursts coordinate gene expression.
a, Measured expression levels of synthetic Crz1 target promoters containing
one, two and four CDREs. In each case, expression levels are normalized by
their maximum. Note the similarity of curves to each other and to burst
frequency. Bottom inset shows expression at 200 mM calcium normalized by
the expression of the 13CDRE. b, Expression profiles of natural target
promoters (solid lines) exhibit similar inductions as the Crz1 burst
frequency (dashed line). Only ten are plotted here for clarity. Error bars
indicate standard error from repeated experiments. Induction curves for 64
genes are shown in Supplementary Fig. 14. c, Expression level of synthetic
target genes at wild-type versus overexpressed levels of Crz1. Each promoter
is normalized by its maximum expression in cells with wild-type Crz1 levels.
Thus the normalized expression levels of one, two and four CDREs at
[Crz1]wt each equal 1. If all promoter input functions were identical, then
their normalized expression should increase by the same factor when Crz1 is
overexpressed. However, the data show a range of fold changes in expression
levels, excluding identical input function shapes as an explanation for
proportional regulation. d, Same as c for the natural promoters in b.
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Figure 4 | Frequency- versus amplitude-modulation regulation of two
hypothetical target genes, labelled A and B (schematic). a, In the
amplitude-modulation regulation system, the fraction of nuclear Crz1
(Crz1nuc) changes with calcium, but remains constant over time. b, As such,
the histogram of Crz1nuc yields single peaks at calcium-dependent positions.
Target gene expression level is proportional to the input functions at these
peak positions. c, Because their input functions differ, the normalized rates
of A and B expression vary differently with nuclear Crz1, and hence with
calcium, yielding different (uncoordinated) expression profiles as a function
of calcium. d, In frequency modulation, where Crz1 molecules collectively
move between nuclear and cytoplasmic compartments, Crz1nuc is either high
or low, during or between bursts, respectively. This graph depicts the
limiting case of rapid and complete transitions between two states, but
results do not depend on this assumption (see Supplementary Information).
e, This yields a bimodal histogram in which the height, but not the position,
of the peak is calcium dependent. f, Consequently, the expression levels of A
and B are each proportional to burst frequency, and hence to each other,
yielding coordinated expression, as shown.
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response35. We used an analytic model to show that frequency-
modulation regulation of nuclear localization bursts could allow
transcription factors to modulate the expression of multiple target
genes in concert, keeping their relative abundances fixed over a wide
dynamic range, regardless of the shapes of their input functions.

This hypothesis can be understood by comparing the effects that
amplitude- and frequency-modulation regulation systems have on
two hypothetical target promoters, labelled A and B, with different
input functions (Fig. 4b, e, grey dashed curves). In the amplitude-
modulation regulation system, the fraction of Crz1 molecules in the
nucleus, Crz1nuc, would increase with calcium, but remain constant
over time (Fig. 4a, b). Accordingly, histograms of Crz1nuc would
exhibit a single peak whose position is calcium-dependent (Fig. 4b).
The expression level of each gene would be proportional to its input
function evaluated at this peak position. Because it is expected that
these input functions would, in general, differ in shape, the norma-
lized rates of A and B expression would vary differently with Crz1nuc,
and hence their ratio would vary with calcium (Fig. 4c). Thus, in the
amplitude modulation model, A and B would be expressed in an
‘uncoordinated’ fashion.

In contrast, frequency-modulation regulation (Fig. 4d) would con-
trol the fraction of time that Crz1 is nuclear, rather than the concen-
tration of nuclear Crz1. In the limiting case of switching between two
localization levels, this would cause Crz1nuc to be either high, during a
burst, or very low, between bursts, but rarely in between, resulting in a
bimodal Crz1nuc histogram (Fig. 4e). The expression level of each
target promoter would be determined mainly by the value of its input
function near the location of the higher histogram peak, and by the
fraction of time Crz1 spends in the localized state, which determines
the height of the peak. In frequency-modulation regulation, higher
levels of calcium would increase the relative height of this peak, by
increasing the frequency of bursts, but would not change its position
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Figure 5 | Frequency-modulated bursts coordinate gene expression.
a, Measured expression levels of synthetic Crz1 target promoters containing
one, two and four CDREs. In each case, expression levels are normalized by
their maximum. Note the similarity of curves to each other and to burst
frequency. Bottom inset shows expression at 200 mM calcium normalized by
the expression of the 13CDRE. b, Expression profiles of natural target
promoters (solid lines) exhibit similar inductions as the Crz1 burst
frequency (dashed line). Only ten are plotted here for clarity. Error bars
indicate standard error from repeated experiments. Induction curves for 64
genes are shown in Supplementary Fig. 14. c, Expression level of synthetic
target genes at wild-type versus overexpressed levels of Crz1. Each promoter
is normalized by its maximum expression in cells with wild-type Crz1 levels.
Thus the normalized expression levels of one, two and four CDREs at
[Crz1]wt each equal 1. If all promoter input functions were identical, then
their normalized expression should increase by the same factor when Crz1 is
overexpressed. However, the data show a range of fold changes in expression
levels, excluding identical input function shapes as an explanation for
proportional regulation. d, Same as c for the natural promoters in b.
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Figure 4 | Frequency- versus amplitude-modulation regulation of two
hypothetical target genes, labelled A and B (schematic). a, In the
amplitude-modulation regulation system, the fraction of nuclear Crz1
(Crz1nuc) changes with calcium, but remains constant over time. b, As such,
the histogram of Crz1nuc yields single peaks at calcium-dependent positions.
Target gene expression level is proportional to the input functions at these
peak positions. c, Because their input functions differ, the normalized rates
of A and B expression vary differently with nuclear Crz1, and hence with
calcium, yielding different (uncoordinated) expression profiles as a function
of calcium. d, In frequency modulation, where Crz1 molecules collectively
move between nuclear and cytoplasmic compartments, Crz1nuc is either high
or low, during or between bursts, respectively. This graph depicts the
limiting case of rapid and complete transitions between two states, but
results do not depend on this assumption (see Supplementary Information).
e, This yields a bimodal histogram in which the height, but not the position,
of the peak is calcium dependent. f, Consequently, the expression levels of A
and B are each proportional to burst frequency, and hence to each other,
yielding coordinated expression, as shown.
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• Amplitude modulation:  
      — Ca2+ controls Crz1 nuclear fraction (Crz1nuc).  

  — Different promoters, with different input functions (ie. 
transcription rate as a function of Crz1nuc concentration) have 
different normalised expression as a function of Crz1nuc & Ca2+. 
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fraction of time spent in the ERKon state was greater (70% versus
56%). Comparison of the same pulse parameters within each
pair also revealed a highly significant enhancement of ERKon

time for cell 1 (Figure 4E). In contrast, the number of pulses in
cell 1 was smaller than in cell 2 for the majority of pairs (Table
S1), suggesting that the length of time spent in the ERKon state,
and not the number of pulses, is a significant determinant of each
cell’s decision to enter S phase.

Modulation of EGFR-ERK Pathway Dynamics by
Inhibitors
To understand the role of ERK dynamics in response to pharma-
cological inhibition,weevaluated theeffects of theEGFR inhibitor
gefitinib or the highly selective MAPK/ERK kinase (MEK) inhibitor
PD0325901 (PD) (Bain et al., 2007). Similar to titration with
EGF, varying concentrations of gefitinib produced a bimodal shift
in pERK intensity measured by HCIF (Figure 5A). In accord, live
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• EGF induced ERK signalling pulses

Albeck JG, Mills GB, Brugge JS. Mol Cell 2013;49:249–61 (2013)

Temporal information in biological signalling

• Encoding and decoding frequency modulated signalling

• NFkB signalling has also been implicated in frequency encoding. 
This signalling pathway oscillates with NFkB periodically shuttling 
between nucleus and cytoplasm upon stimulation by the inflammatory cytokine TNFa. 

The expression of late genes, like the chemokine RANTES, is only induced with high frequency pulses of NFkB, 
whereas early or middle genes are also expressed at lower frequencies. 

K.F. Sonnen, A. Aulehla / Seminars in Cell & Developmental Biology 34 (2014) 91–98
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Accurate information transmission
through dynamic biochemical
signaling networks
Jangir Selimkhanov,1* Brooks Taylor,1* Jason Yao,2 Anna Pilko,2 John Albeck,3

Alexander Hoffmann,4,5 Lev Tsimring,4,6 Roy Wollman2,4,7†

Stochasticity inherent to biochemical reactions (intrinsic noise) and variability in cellular
states (extrinsic noise) degrade information transmitted through signaling networks.
We analyzed the ability of temporal signal modulation—that is, dynamics—to reduce
noise-induced information loss. In the extracellular signal–regulated kinase (ERK), calcium
(Ca2+), and nuclear factor kappa-B (NF-kB) pathways, response dynamics resulted in
significantly greater information transmission capacities compared to nondynamic
responses. Theoretical analysis demonstrated that signaling dynamics has a key role
in overcoming extrinsic noise. Experimental measurements of information transmission
in the ERK network under varying signal-to-noise levels confirmed our predictions and showed
that signaling dynamics mitigate, and can potentially eliminate, extrinsic noise–induced
information loss. By curbing the information-degrading effects of cell-to-cell variability,
dynamic responses substantially increase the accuracy of biochemical signaling networks.

T
he role of biological signaling networks
is to reliably transmit specific information
about the extracellular environment to
downstream effectors, allowing the cell to
adjust its physiological state to changing

conditions. The stochasticity of molecular inter-
actions that underlies various forms of “noise” in
biological systems can interfere with signal trans-
duction and degrade the transmitted information.
How signaling networks perform their core func-
tions in the presence of noise is a fundamental
question. Information-theoretic approaches allow
estimation of the maximal possible information
transmission capacity of noisy biochemical net-
works (1–11). Previous applications of suchmethods
to the analysis of signaling networks suggested
that as a result of noise, cells lose most of the
information about the concentration of ligands
(12–14). Thus far, the information-theoretic analy-
ses of signaling networks have been based on
scalar measurements performed at a single time
point. However, the information on activating
ligands is often encoded using a dynamic signal
represented by a multivariate vector that con-
tains a single cell’s response at multiple time
points (15–18).

To test the hypothesis that dynamic responses
contain more information than static responses,
we performed single live-cell measurements of
three key signaling pathways (Fig. 1): extra-
cellular signal–regulated kinase (ERK), calcium
(Ca2+), and nuclear factor kappa-B (NF-kB) [sup-
plementary materials (SM) section 1.1]. Fully auto-
mated computational image analysis (SM section
1.2) allowed us to measure the response of 910,121
individual live cells (figs. S1 to S6 and tables S1
to S3). The large sample size was instrumental
for analyzing high-dimensional multivariate re-
sponses. In all three pathways, there was sub-
stantial variability within the dynamic (Fig. 1, C
to E) and nondynamic (Fig. 1F) single-cell re-
sponses across multiple concentrations of ac-
tivating ligands.
To analyze the implications of noise on infor-

mation loss, we used an information-theoretic
approach to calculate the information transmis-
sion capacity of a dynamic signaling network.
The information transmission capacity [also re-
ferred to as channel capacity (19)] is measured as
the maximal possible mutual information be-
tween the measured response and the activating
ligand concentration. To calculate the mutual in-
formation between a dynamic response (a vector)
and the ligand concentration (a scalar), we ex-
panded on a previously described algorithm (14).
The algorithm uses continuous multidimensional
response data and a k–nearest-neighbor approach
to estimate the conditional probability density for
each cell’s response (SM section 2). We thus es-
timated the information transmission capacity of
the dynamic response and of several types of
static responses. For all single–time point static
scalar responses, we found transmission capacity
(<1 bit) (12, 13) (Fig. 2A). However, across all three
signaling pathways, the dynamic response had
significantly higher information transmission

capacity than several scalar responses previ-
ously described (20, 21) (Fig. 2, B and C, Student’s
t test, P < 0.05 for all comparisons, table S6).
These estimates should be considered as lower
bounds because they do not exclude variability
resulting from experimental imperfections.
To elucidate the origins of the enhanced in-

formation transmission capacity of dynamic sig-
naling responses, we developed a mathematical
theory using information-theoretic formalism
(SM section 3). The theory explicitly accounts
for the information-degrading effects of intrin-
sic and extrinsic noise sources in the context of
multivariate responses. Intrinsic noise adds to
uncertainty in all dimensions (i.e., time points)
independently from one another. In contrast,
the extrinsic variability in cellular states produces
fluctuations that are constrained by the signaling
network that generates the dynamics. Therefore,
the fluctuating components generated by extrin-
sic noise at different time points are determinis-
tically dependent on one another. As a result,
intrinsic and extrinsic noise sources have differ-
ent effects on the information transmission ca-
pacity of multivariate responses. In the case of
purely intrinsic noise, additional measurements
increase the information logarithmically because
of simple ensemble averaging (12). In the case
of purely extrinsic noise, a sufficient number of
dynamical measurements can provide complete
information about the a priori uncertain internal
state of the cell and therefore lead to a substan-
tial gain in the information about the activating
ligand (Fig. 3A).
To test our analytical prediction that the mul-

tivariate dynamic response can completely elim-
inate the information loss that results from
introduction of extrinsic noise (SM section 3),
we used computer simulations of ERK responses
based on a published kinetic model (SM sec-
tion 4.1) (22) (fig. S15). We generated sets of
simulated ERK activity trajectories in response
to an increasing number of ligand concentrations.
We varied model values for ERK and mitogen-
activated protein kinase kinase (MEK) according
to a uniform distribution (T20% mean value) to
mimic extrinsic noise and measured the infor-
mation transmission capacity. Our analysis sup-
ported the analytical prediction and showed that
whereas the univariate response, based on max-
imal ERK dynamics, had limited information
transmission capacity, the dynamic multivariate
response can transmit complete information about
ligand concentration (Fig. 3B). An intuitive dem-
onstration for the limitation of univariate re-
sponse and the ability of multivariate response
to overcome extrinsic noise is shown in Fig. 3,
C and D. Superficially, the trajectories of two
populations of simulated responses of ERK ac-
tivity to two input concentrations of epidermal
growth factor (EGF) appear overlapping (Fig. 3C),
but in fact, they are completely separable when
considering joint distributions (23). Plotting
the distribution of ERK activity at t = 9 and t =
24 min on a two-dimensional (2D) plane (Fig.
3D) shows that the responses to a single varied
parameter input lies on a one-dimensional (1D)
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• Assess the information encoded dynamically versus statically 
• Study the impact of extrinsic noise and intrinsic noise. 
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Fig. 1. Single-cell measurement of the dynamic response of ERK, Ca2+, and
NF-kB. (A) Overview of single-cell data analyzed in this work. (B) Examples of
single-cell response dynamic trajectories. (C toE) Temporal histogramsof several
representative dosages for ERK (C), Ca2+ (D), and NF-kB (E). Color intensity
reflects the probability density of a cellular response magnitude at each time
point. Yaxis in (B) to (E) is the same for each pathway and is in arbitrary units
(AU), representing the Förster resonance energy transfer (FRET) to cyan

fluorescent protein (CFP) ratio reported by the EKARev ERK biosensor (C),
intensity of Ca2+ indicator dye Fluo-4 (D), and ratio of nuclear to cytoplasmic
localization of an enhanced yellow fluorescent protein (EYFP)–p65 reporter
(E). (F) Violin plot of the maximally separable static response in the three
signaling pathways. Shape width shows response distribution (areas are
equal), and point is the median response in each condition. EGF, epidermal
growth factor; ATP, adenosine triphosphate; LPS, lipopolysaccharide.

Fig. 2. Information transmission capacity of static
and dynamic ERK, Ca2+, and NF-kB responses.
(A) Information transmission capacity calculated
from static scalar response distribution based on
single–time point measurements. (B) Information
transmission capacity calculated from multivariate
dynamic responses as a function of the dimension
of the multivariate vector. The multivariate vector
was subsampled using a uniform grid centered on
the middle time point (fig. S19). (C) Comparison
of the multivariate vector (V) measurement to the
following scalar responses: maximum response am-
plitude (A), maximum response time (T), maximal
rate of response (D), ratio of maximum response
amplitude to initial response amplitude (R). Error
bars are SEMs from six biological replicates for ERK
and four for Ca2+, and SDs from five jackknife itera-
tions for NF-kB (tables S1 to S3). The multivariate
vector information transfer was significantly greater
than all scalar measures (P < 0.05, Student’s t test,
table S6).
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• Channel capacity is the maximum of mutual information between input and 
output distributions

average the frequency of errors over this group and show that this average can be made less than . If the
average of a set of numbers is less than there must exist at least one in the set which is less than . This
will establish the desired result.

The capacity C of a noisy channel has been defined as

C Max H x Hy x

where x is the input and y the output. The maximization is over all sources which might be used as input to
the channel.

Let S0 be a source which achieves the maximum capacity C. If this maximum is not actually achieved
by any source let S0 be a source which approximates to giving the maximum rate. Suppose S0 is used as
input to the channel. We consider the possible transmitted and received sequences of a long duration T . The
following will be true:

1. The transmitted sequences fall into two classes, a high probability group with about 2TH x members
and the remaining sequences of small total probability.

2. Similarly the received sequences have a high probability set of about 2TH y members and a low
probability set of remaining sequences.

3. Each high probability output could be produced by about 2THy x inputs. The probability of all other
cases has a small total probability.

All the ’s and ’s implied by the words “small” and “about” in these statements approach zero as we
allow T to increase and S0 to approach the maximizing source.

The situation is summarized in Fig. 10 where the input sequences are points on the left and output
sequences points on the right. The fan of cross lines represents the range of possible causes for a typical
output.

M

E

2H x T
HIGH PROBABILITY

MESSAGES
2H y T

HIGH PROBABILITY
RECEIVED SIGNALS

2Hy x T
REASONABLE CAUSES

FOR EACH E

2Hx y T
REASONABLE EFFECTS

FOR EACHM

Fig. 10—Schematic representation of the relations between inputs and outputs in a channel.

Now suppose we have another source producing information at rate R with R C. In the period T this
source will have 2TR high probability messages. We wish to associate these with a selection of the possible
channel inputs in such a way as to get a small frequency of errors. We will set up this association in all

23

= Max I(x,y)

Input X is a scalar value 
Output Y  is a static (scalar) or dynamic variable 
(multivariate vector)

• Channel capacity (information transmission) is higher 
(>1 bit) using information encoded in the dynamics

• Impact of noise: 
For external noise, fluctuations are constrained by the 
internal networks that generate the dynamics such that 
fluctuations at different time points are deterministically 
correlated/interdependent. 
Independent measurements can decode well the a priori 
internal signal of the cell.  
Dynamic (but not static) information mitigates the effect of 
extrinsic noise. 
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Fig. 1. Single-cell measurement of the dynamic response of ERK, Ca2+, and
NF-kB. (A) Overview of single-cell data analyzed in this work. (B) Examples of
single-cell response dynamic trajectories. (C toE) Temporal histogramsof several
representative dosages for ERK (C), Ca2+ (D), and NF-kB (E). Color intensity
reflects the probability density of a cellular response magnitude at each time
point. Yaxis in (B) to (E) is the same for each pathway and is in arbitrary units
(AU), representing the Förster resonance energy transfer (FRET) to cyan

fluorescent protein (CFP) ratio reported by the EKARev ERK biosensor (C),
intensity of Ca2+ indicator dye Fluo-4 (D), and ratio of nuclear to cytoplasmic
localization of an enhanced yellow fluorescent protein (EYFP)–p65 reporter
(E). (F) Violin plot of the maximally separable static response in the three
signaling pathways. Shape width shows response distribution (areas are
equal), and point is the median response in each condition. EGF, epidermal
growth factor; ATP, adenosine triphosphate; LPS, lipopolysaccharide.

Fig. 2. Information transmission capacity of static
and dynamic ERK, Ca2+, and NF-kB responses.
(A) Information transmission capacity calculated
from static scalar response distribution based on
single–time point measurements. (B) Information
transmission capacity calculated from multivariate
dynamic responses as a function of the dimension
of the multivariate vector. The multivariate vector
was subsampled using a uniform grid centered on
the middle time point (fig. S19). (C) Comparison
of the multivariate vector (V) measurement to the
following scalar responses: maximum response am-
plitude (A), maximum response time (T), maximal
rate of response (D), ratio of maximum response
amplitude to initial response amplitude (R). Error
bars are SEMs from six biological replicates for ERK
and four for Ca2+, and SDs from five jackknife itera-
tions for NF-kB (tables S1 to S3). The multivariate
vector information transfer was significantly greater
than all scalar measures (P < 0.05, Student’s t test,
table S6).
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Distributed and dynamic intracellular organization
of extracellular information
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Although cells respond specifically to environments, how envi-
ronmental identity is encoded intracellularly is not understood.
Here, we study this organization of information in budding yeast
by estimating the mutual information between environmental
transitions and the dynamics of nuclear translocation for 10 tran-
scription factors. Our method of estimation is general, scalable,
and based on decoding from single cells. The dynamics of the tran-
scription factors are necessary to encode the highest amounts of
extracellular information, and we show that information is trans-
duced through two channels: Generalists (Msn2/4, Tod6 and Dot6,
Maf1, and Sfp1) can encode the nature of multiple stresses, but
only if stress is high; specialists (Hog1, Yap1, and Mig1/2) encode
one particular stress, but do so more quickly and for a wider range
of magnitudes. In particular, Dot6 encodes almost as much infor-
mation as Msn2, the master regulator of the environmental stress
response. Each transcription factor reports differently, and it is
only their collective behavior that distinguishes between multiple
environmental states. Changes in the dynamics of the localiza-
tion of transcription factors thus constitute a precise, distributed
internal representation of extracellular change. We predict that
such multidimensional representations are common in cellular
decision-making.

cell signaling | mutual information | time series |
transcription factors | stress

A ll organisms sense their environment and internally repre-
sent the information gained to elicit a change in behavior

(1). Much is understood about such representations in neural
systems (2), but single cells must perform an analogous task (1,
3), encoding intracellularly the information about extracellular
environments, and yet little is known about the nature of their
encoding.

The activation of transcription factors is thought to provide
an internal representation of a cell’s environment (4–10), but
how information is encoded dynamically, whether information
is spread across multiple factors, and how information is read
downstream all remain unclear (Fig. 1A). We do know that the
biochemical implementation of such representations is likely to
be stochastic (11) and that the same biochemistry may be used to
sense disparate environments. Furthermore, cells typically have
just “one shot” at mounting the appropriate response from these
internal representations, with competition being unforgiving for
those that delay, at least among microbes (12–14). Here, we use
information theory to investigate how eukaryotic cells answer
these challenges.

To do so, we turn to budding yeast and to environmen-
tal changes for which we expect information encoding to be
key: stresses that compromise growth and evoke adaptive gene
expression (15). In yeast, extracellular changes are sensed by sig-
naling networks that regulate the activity of transcription factors,
often by their translocation either into or out of the nucleus (16),
analogous to p53 and NF-B in mammalian cells (17, 18). We
therefore consider the movement of these transcription factors

as a cell’s internal representation of an environmental transition.
The translocations are dynamic and stochastic, and the informa-
tion available from the full time series of the response could
be substantially higher than that available from any temporal
snapshot (9) (Fig. 1A).

Tens of transcription factors translocate in yeast (16), and we
focus on a representative subset: Msn2 and its paralog Msn4,
which drive the environmental stress response; Mig1 and its
paralog Mig2, which respond to low glucose; Hog1 (a kinase),
which responds to hyperosmotic stress; Yap1, which responds to
oxidative stress; Sfp1, which promotes, and Dot6 and its para-
log Tod6, which repress the biogenesis of ribosomes; and Maf1,
which represses the synthesis of tRNAs. We include Dot6 and
Tod6, which are little studied, to determine if our approach can
help determine their physiological importance. Some of these
factors (Msn2/4, Mig1/2, and Dot6/Tod6) have pulsatile dynam-
ics, with stochastic bursts of nuclear localization even without
stress (19).

We consider environmental shifts from rich medium (2%
glucose) into carbon stress (0.1% glucose), hyperosmotic, or
oxidative stress. Using fluorescent tagging and microfluidics (20),
we measure the degree of nuclear localization of the transcrip-
tion factors in hundreds of single cells both before and after the
stress is applied (Fig. 1B).

Significance

To thrive in diverse environments, cells must represent extra-
cellular change intracellularly despite stochastic biochemistry.
Here, we introduce a quantitative framework for investigat-
ing the organization of information within a cell. Combin-
ing single-cell measurements of intracellular dynamics with
a scalable methodology for estimating mutual information
between time series and a discrete input, we demonstrate that
extracellular information is encoded in the dynamics of the
nuclear localization of transcription factors and that informa-
tion is lost with alternative static statistics. Any one transcrip-
tion factor is usually insufficient, but the collective dynamics
of multiple transcription factors can represent complex extra-
cellular change. We therefore show that a cell’s internal rep-
resentation of its environment can be both distributed across
diverse proteins and dynamically encoded.
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Dynamical information synergy in biochemical signaling networks

Lauritz Hahn,1 Aleksandra M. Walczak,1, ⇤ and Thierry Mora1, ⇤
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Biological cells encode information about their environment through biochemical signaling net-
works that control their internal state and response. This information is often encoded in the
dynamical patterns of the signaling molecules, rather than just their instantaneous concentrations.
Here, we analytically calculate the information contained in these dynamics for a number of paradig-
matic cases in the linear regime, for both static and time-dependent input signals. When considering
oscillatory output dynamics, we report the emergence of synergy between successive measurements,
meaning that the joint information in two measurements exceeds the sum of the individual infor-
mation. We extend our analysis numerically beyond the scope of linear input encoding to reveal
synergetic e↵ects in the cases of frequency or damping modulation, both of which are relevant to
classical biochemical signaling systems.

To react and adapt to varying internal and external
conditions, cells use networks of signaling proteins to
convey and process information. Recent experiments
have shown that these networks often show complex dy-
namical behavior, such as relaxation to a steady state,
pulses, oscillations or bistable switches [1–3]. Given a
specific regulatory network topology, di↵erent stimuli
can produce distinct dynamical responses by messenger
molecules. For example, the transcription factor nuclear
factor kappa-B (NF-B) exhibits damped oscillations in
cells stimulated with tumor necrosis factor-↵ (TNF↵)
[4, 5] whereas stimulation with bacterial lipopolysaccha-
ride (LPS) leads to a single, prolonged wave [5]. These
distinct responses help to explain how NF-B can be
involved in such diverse processes as inflammatory re-
sponse, cell di↵erentiation, cell proliferation, apoptosis,
and more [4, 6]. This has led to the hypothesis that
cells use the temporal dynamics of signaling molecules to
transmit information about both identity and intensity
of stimuli [1, 2].

Information theory has been a useful tool for quantify-
ing the information flow in biochemical networks [7–10].
While its application is often restricted to static measure-
ments of the output signal, recent experimental studies
have used information theory to quantify the reliability of
signal transmission in biochemical networks by estimat-
ing the mutual information (MI) between input stimuli
and the dynamical responses of signaling molecules such
as NF-B [9, 11, 12], extracellular signal-regulated ki-
nase (ERK) [11, 13], calcium ions (Ca2+) [3, 11], or nu-
clear translocation of transcription factors [14]. These re-
sults indicate that information transmission is increased
when considering the temporal dynamics as compared
to a static scenario. Concomitantly, progress has been
made in calculating analytically the mutual information
between input stimuli and dynamical responses for time
traces of infinite lengths in simple linearized models of
biochemical signaling [15, 16]. However, computations of

⇤ These authors contributed equally.

FIG. 1. Calculating mutual information in time traces.
(a) We consider an input signal, either static or dynamic,
that is transmitted through a biochemical network and thus
produces a time-dependent output signal whose dynamic pat-
terns may encode information about the input. (b) To evalu-
ate the information transmission, we sample the input/output
trajectories at a given number of time points and compute the
mutual information. In certain cases this is possible analyti-
cally, otherwise numerical estimators can be used.

information for trajectories of finite lengths have mostly
been limited to numerical investigation [17, 18] (some-
times aided by analytical approximations [19]), despite
their relevance for cells that make quick decisions in re-
sponse to external cues. Here we develop a framework for
computing analytically the mutual information between
the input and the time trace of the output signal, us-
ing a linear approximation. Focusing on the onset of a
constant input, we demonstrate the existence of regimes
in which information transmission is synergetic, i.e. the
information contained in two time points jointly is larger
than the sum of the information contained in the indi-
vidual time points.

We consider a biochemical network with one input
species X and one output species Y (Fig. 1a). Our
goal is to calculate the mutual information between a
time trace of the input concentration, denoted by vec-
tor x ⌘ (xt01

, . . . , xt0m), and a set of measurements of
the output concentration y ⌘ (yt1 , . . . , ytn): I(x;y) =R
dxdyp(x,y) log p(x,y)/p(x)p(y) (Fig. 1b).
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namical behavior, such as relaxation to a steady state,
pulses, oscillations or bistable switches [1–3]. Given a
specific regulatory network topology, di↵erent stimuli
can produce distinct dynamical responses by messenger
molecules. For example, the transcription factor nuclear
factor kappa-B (NF-B) exhibits damped oscillations in
cells stimulated with tumor necrosis factor-↵ (TNF↵)
[4, 5] whereas stimulation with bacterial lipopolysaccha-
ride (LPS) leads to a single, prolonged wave [5]. These
distinct responses help to explain how NF-B can be
involved in such diverse processes as inflammatory re-
sponse, cell di↵erentiation, cell proliferation, apoptosis,
and more [4, 6]. This has led to the hypothesis that
cells use the temporal dynamics of signaling molecules to
transmit information about both identity and intensity
of stimuli [1, 2].
Information theory has been a useful tool for quantify-

ing the information flow in biochemical networks [7–10].
While its application is often restricted to static measure-
ments of the output signal, recent experimental studies
have used information theory to quantify the reliability of
signal transmission in biochemical networks by estimat-
ing the mutual information (MI) between input stimuli
and the dynamical responses of signaling molecules such
as NF-B [9, 11, 12], extracellular signal-regulated ki-
nase (ERK) [11, 13], calcium ions (Ca2+) [3, 11], or nu-
clear translocation of transcription factors [14]. These re-
sults indicate that information transmission is increased
when considering the temporal dynamics as compared
to a static scenario. Concomitantly, progress has been
made in calculating analytically the mutual information
between input stimuli and dynamical responses for time
traces of infinite lengths in simple linearized models of
biochemical signaling [15, 16]. However, computations of
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FIG. 1. Calculating mutual information in time traces.
(a) We consider an input signal, either static or dynamic,
that is transmitted through a biochemical network and thus
produces a time-dependent output signal whose dynamic pat-
terns may encode information about the input. (b) To evalu-
ate the information transmission, we sample the input/output
trajectories at a given number of time points and compute the
mutual information. In certain cases this is possible analyti-
cally, otherwise numerical estimators can be used.

information for trajectories of finite lengths have mostly
been limited to numerical investigation [17, 18] (some-
times aided by analytical approximations [19]), despite
their relevance for cells that make quick decisions in re-
sponse to external cues. Here we develop a framework for
computing analytically the mutual information between
the input and the time trace of the output signal, us-
ing a linear approximation. Focusing on the onset of a
constant input, we demonstrate the existence of regimes
in which information transmission is synergetic, i.e. the
information contained in two time points jointly is larger
than the sum of the information contained in the indi-
vidual time points.

We consider a biochemical network with one input
species X and one output species Y (Fig. 1a). Our
goal is to calculate the mutual information between a
time trace of the input concentration, denoted by vec-
tor x ⌘ (xt01

, . . . , xt0m), and a set of measurements of
the output concentration y ⌘ (yt1 , . . . , ytn): I(x;y) =R
dxdyp(x,y) log p(x,y)/p(x)p(y) (Fig. 1b).
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Analytical calculation of MI for dynamic input and output. 

Multidimensional representation of external signal changes in a set of 10 transcription factor dynamics
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Temporal information in biological signalling

• Decoding the number of signalling pulses: counting mechanism

Nucleocytoplasmic Shuttling of a 
GATA Transcription Factor Functions 
as a Development Timer
Huaqing Cai, Mariko Katoh-Kurasawa, Tetsuya Muramoto, Balaji Santhanam, Yu Long, Lei Li, 

Masahiro Ueda, Pablo A. Iglesias, Gad Shaulsky, Peter N. Devreotes*

Introduction: Biological oscillations are universally found in nature and 
are critical at many levels of cellular organization. In the social amoeba 
Dictyostelium discoideum, starvation-triggered cell-cell aggregation 
and the early stages of developmental morphogenesis are orchestrated 
by periodic extracellular cAMP (3',5'-cyclic adenosine monophosphate) 
waves, which provide both chemotactic cues and developmental signals. 
Repeated occupancy of G protein–coupled cAMP receptors promotes 
optimal gene expression, whereas continuous stimulation suppresses the 
program. Although this activity was recognized nearly 40 years ago, the 
underlying mechanism for the stimulus-response pattern has not been 
elucidated. 

Rationale: We reasoned that the mechanism decoding cyclic stimuli 
might be traced to a recep-
tor-mediated regulation of 
a gene that is required for 
developmental progres-
sion. In a genetic screen 
for mutants that affect 
proper development, we 
discovered a GATA family 
transcription factor, GtaC, 
which is essential in this 
process. Furthermore, in 
different cells at different 
times, GtaC was found to 
either accumulate in the 
nucleus or disperse in the 
cytosol, suggesting that 
the dynamic cellular local-
ization of GtaC could be a 
key to the relay of oscilla-
tory signaling.  

Results: We report here 
that GtaC exhibits rapid 
nucleocytoplasmic shut-
tling in response to peri-
odic cAMP waves. Persistent 
occupancy of the receptors by cAMP causes GtaC to translocate and remain 
out of the nucleus. This behavior requires a negative regulation of an intrin-
sic nuclear localization signal (NLS) by the N-terminal region of GtaC and 

receptor-mediated phosphorylation by the glycogen synthase kinase GskA. 
When the exit of GtaC from the nucleus is inhibited by adding an exogenous 
NLS or by mutating the residues involved in phosphorylation, cAMP stimu-
lation, either pulsatile or continuous, induces precocious gene expression 
and cell differentiation. The two apparently opposing effects of cAMP—
it acts as a positive regulator of developmental gene expression but drives 
GtaC out of the nucleus—suggest that GtaC may be briefl y activated during 
each stimulation cycle before it leaves the nucleus, while its return resen-
sitizes the system. Consistently, we observe that each cAMP cycle gener-
ates a transient burst of GtaC-dependent transcription of the contact site A 
gene (csaA), a well-characterized developmental marker. We further dem-
onstrate that this regulatory mechanism enables cells to modulate gene 
expression by counting low-frequency stimulations but fi ltering out high-

frequency signals; hence, 
the steady-state expression 
level of csaA is determined 
by the number of effective 
cAMP pulses experienced 
by the cell rather than 
the concentration of the 
cAMP stimuli or the overall 
time since the initiation of 
development. Computer 
simulations based on a cor-
responding logical circuit 
recapitulate GtaC-mediated 
accumulation of gene prod-
ucts under various stimula-
tion regimes.

Conclusion: This work 
reveals a decoding mecha-
nism by which oscillatory 
signals are used to guide 
gene expression and pro-
mote timely development. 
Tuning transcription to 
the number rather than 
the level of the external 

stimuli allows large populations of cells over an expanded territory to be 
developmentally synchronized. Similar mechanisms may operate in other 
circumstances where cellular plasticity is linked to repeated experience.

The list of author affi liations is available in the full article online.
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The link between chemoattractant gradients, 

developmental signals, and gene expression 

in social amoebae is elucidated. 

GtaC shuttling modulates developmental gene expression. (Top) Periodic nuclear enrichment 
of GtaC at times indicated in response to cAMP waves. (Bottom) In each cAMP stimulation cycle, GtaC 
transits through successive states of nuclear active (green), cytosolic (blue), and nuclear inactive 
(red), promoting transcription only in the active state. Repeated stimuli lead to reoccurring activa-
tions and incremental accumulation of gene products. The mechanism enables cells to count effective 
stimuli and modulate gene expression accordingly.
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• in the social amoeba Dictyostelium discoideum 
cAMP, starvation induces social aggregation and 
collective motility. 

• This involves waves of cAMP signalling. 
• cAMP waves and oscillatory signalling at the single 

cell level induce a developmental response. 
Continuous signalling suppresses this response. 

fig. S10, B and C). In contrast, stimuli that were
too frequent to permit GtaC shuttling (Fig. 6A)
were filtered out, as predicted, and resulted in little
gene expression (Fig. 6C and fig. S10B). These
experiments imply the existence of a “counting”
mechanism involving GtaC shuttling that ensures
gene expression to be properly tuned to the dy-
namics of cAMP input.

The dual effects of cAMP—it is required for
gene expression but drives the key transcription
factor, GtaC, out of the nucleus—suggest possible
models for the countingmechanism. For example,
the activation signal from cAMPcould act in concert
with GtaC before its exit from the nucleus (Fig. 6E).
In this scenario, for a brief time during the rising
phase of stimulation, gene expression would be ac-
tivated and repeated stimuli would lead to reoccur-
ring gene activations. This design resembles the
positive edge trigger logic circuit that is frequently
used as counter (Fig. 6E). Other similar models
may also work. For example, the positive effect of
cAMP could set in after GtaC leaves the nucleus
and persist for a brief time after GtaC returns to the
nucleus. To test the feasibility of using the positive
edge trigger circuit tomodel GtaC-mediated gene
expression responses, we carried out computer
simulations. We modeled GtaC to be in one of
three states: cytosolic (C), nuclear inactive (N), and
nuclear active (N*). For simplicity, we assumed
that the positive effect of cAMP acted directly on
GtaC. Thus, the activation of GtaC (N→N*) and
the inhibition of its nuclear localization (⊥C→N)
were both regulated byG protein–coupled receptor
(GPCR)–mediated processes. The increment of gene
products during each stimulation cycle and general
turnover rates were incorporated to account for
the total level of expression under a given stimulus
routine (detailed description is included in the
supplementary materials). The simulations success-
fully recapitulated experimental observations. Tran-
scriptional activation and the accumulation of gene
product displayed the same frequency selectivity,
with optimal expression occurring with correctly
timed stimuli (Fig. 6, F and G).

Discussion
The results presented here reveal a unique mech-
anism by which oscillatory external signals are
used to guide gene expression (Fig. 6H). Surface
receptors including GPCRs have been shown to
regulate transcriptional response. However, differ-
ing frommost known examples, in the systemwe
describe here, receptor occupancy leads to the nu-
clear exit, instead of entry, of the transcription factor.
We show that this design can allow cAMP-driven,
GtaC-mediated gene expression to occur in a dis-
tinct unit in response to each cycle of the repeated
stimuli. Consequently, cells are able to count the
number of effective stimuli they experience and
respondwith an appropriate level of gene expression.

Our findings provide several insights critical
to the understanding of Dictyostelium biology.
First, because cAMP waves organize cell aggre-
gation, having gene expression dependent on the
number rather than on the absolute concentration

of cAMP stimuli coordinates differentiation among
a large population of cells over an expanded terri-
tory. Second, in early development, cAMPoscillations
have a period similar to that of GtaC phospho-
cycles. This alignment may be evolutionarily se-
lected because a phospho-cycle deviating from
the natural frequency of cAMP oscillations com-
promises gene expression. Alternatively, the two
systems may share regulatory components that
keep them synchronized. Third, it is known that
the frequency of cAMPoscillations progressively
increases as development enters the mound stage
(25), which corresponds nicely to a fall in the num-
ber of cells with nuclear enrichment of GtaC
(movie S2). Thus, the “low-pass filter” property of
the system to admit only low-frequency stimuli may
allow the gene expression program to properly tran-
sition into the next developmental stage. Future
studies are needed to reveal in finer detail the mo-
lecularmechanismunderlying the dynamic regula-
tion of GtaC and to understand howGtaC shuttling
influences the expression of individual genes.

Oscillations at varying temporal and spatial
scales are being increasingly observed in biological
systems. These rhythmic phenomena regulatemany
important aspects of cell physiology. Adding to pre-
vious reports on oscillatory actions in other sys-
tems (18, 19, 26–31), pulsing may represent a

generalmechanism for gene expression regulation.
It will be interesting to find out whether mecha-
nisms similar to the one we describe here operate
in other circumstanceswhere gene expression needs
to be synchronized spatiotemporally among cell
population or linked to repeated experience.

Materials and Methods

Cell Growth and Differentiation
Wild-type and gene deletion cell lines were cul-
tured axenically in HL5 supplemented with anti-
biotics (32). Cells carrying expression constructs
were maintained in HL5 containing G418 (10 to
20 mg/ml) or hygromycin (50 mg/ml). Develop-
mental assays were performed as described pre-
viously with exponentially growing cells (32).
Briefly, for development on bacterial lawn, cells
were diluted in HL5without antibiotics and plated
with a suspension ofKlebsiella aerogenes on SM
plate. For development on non-nutrient agar, cells
were washed with developmental buffer (DB) and
plated on solidified DB agar at a density of 5.2 ×
105 cells/cm2. Formost experiments, development
in suspension was carried out by pulsing cells
resuspended in DB at 2 × 107 cells/ml with 50 to
100 nM cAMP every 6 min starting from 1 hour.
For the experiments presented in Fig. 6 (A to D)
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• Decoding oscillatory cAMP signalling requires 
oscillatory nuclear shuttling of GtaC. 

• cAMP signalling induces nuclear export so persistent 
signalling blocks transcription.  

• cAMP pulses induce burst of target gene activation.

GFP-GtaC (N/C) csa transcription (spot)

and fig. S10 (A toC), crac− orGFP-GtaC/crac− cells
were pulsed with different concentrations of cAMP
or at different intervals starting from 2 hours. For
development in the presence of sp-cAMPS, 1 mM
was included in DB or DB agar.

Gene Disruption
The gtaC− cell line was generated from the Ax2
background. The disruption construct consists of
a blasticidin S resistance (BSR) cassette from

pLPBLP (33) flanked by two genomic DNA frag-
ments amplified by polymerase chain reaction
(PCR) using primers KOF1-KOR1 and KOF2-
KOR2, respectively (see table S2 for primer se-
quences). Through homologous recombination,
the region of GtaC between +541 and +1323, in
which +1 is the first and +2007 is the last nu-
cleotide of the open reading frame, was replaced
by the BSR cassette. Knockouts were screened
by PCR and confirmed by Southern blotting.

Plasmid Construction
To generate constructs in which GtaCwas tagged
with GFP or Flag at the N terminus, full-length
GtaCwas amplified by PCR from genomic DNA
using P1 and P2 primers, the two introns were
subsequently deleted, and the resulting fragment
was cloned into the Bgl II and Spe I sites in
pDM317 or pDM320 (34). For deletion studies,
N- and C-terminal fragments of GtaC were am-
plified by PCR and cloned into the Bgl II and Spe I
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transcription and a delayed NOT gate, by which cAMP controls the nuclear-to-
cytoplasmic translocation of GtaC. The circuit becomes active when cAMP level goes
from low to high. (F) Simulation showing the effects of the number of cAMP pulses.
Ten, 20, or 40pulseswere applied, 6min apart starting at 2 hours. (Left) Fractions of
GtaC in the nucleus and active for 10 (top) and 40 (bottom) pulses. (Right) Protein
expression as a function of time. The amount of protein is normalized to the total
amount produced by a single pulse. (G) Simulation showing the effects of the
pulsing period. Pulses spaced 2, 6, 12, and 20min apart were applied starting at
2 hours. (Left) cAMP and fractions of GtaC in the nucleus and active. The peak
concentration of cAMP is ~4 mM. (Right) Protein expression as a function of time.
Note that with 2-min periods, the new pulse was applied before the GtaC reentered
the nucleus; hence, the subsequent pulses did not lead to further activity.
(H) Schematic of chemotactic development regulation. Repeated stimuli coupled
with nucleocytoplasmic shuttling of GtaC generate units of transcription. Inte-
gration of sequential transcriptional activities allows cells to reckon the ex-
perience of stimulation and tune the level of gene expression.

www.sciencemag.org SCIENCE VOL 343 21 MARCH 2014 1249531-7

RESEARCH ARTICLE

• The number of pulses tunes the accumulation 
of target gene

and fig. S10 (A toC), crac− orGFP-GtaC/crac− cells
were pulsed with different concentrations of cAMP
or at different intervals starting from 2 hours. For
development in the presence of sp-cAMPS, 1 mM
was included in DB or DB agar.

Gene Disruption
The gtaC− cell line was generated from the Ax2
background. The disruption construct consists of
a blasticidin S resistance (BSR) cassette from

pLPBLP (33) flanked by two genomic DNA frag-
ments amplified by polymerase chain reaction
(PCR) using primers KOF1-KOR1 and KOF2-
KOR2, respectively (see table S2 for primer se-
quences). Through homologous recombination,
the region of GtaC between +541 and +1323, in
which +1 is the first and +2007 is the last nu-
cleotide of the open reading frame, was replaced
by the BSR cassette. Knockouts were screened
by PCR and confirmed by Southern blotting.

Plasmid Construction
To generate constructs in which GtaCwas tagged
with GFP or Flag at the N terminus, full-length
GtaCwas amplified by PCR from genomic DNA
using P1 and P2 primers, the two introns were
subsequently deleted, and the resulting fragment
was cloned into the Bgl II and Spe I sites in
pDM317 or pDM320 (34). For deletion studies,
N- and C-terminal fragments of GtaC were am-
plified by PCR and cloned into the Bgl II and Spe I
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Fig. 6. GtaC shuttling constitutes a cellular mechanism that processes
oscillatory cAMP signaling. (A) GFP-GtaC/crac− cells were developed with cAMP
pulses applied at different intervals. Samples were collected every 2 min. (B) Ex-
pression of CsaA protein in crac− cells in response to different numbers of cAMP
pulses applied at 6-min intervals. Arrows indicate the time points when pulses were
discontinued. (C) Expression of CsaA in crac− cells in response to stimulations
applied at different intervals. (D) Similar experiment as in (C) except that the cAMP
concentration in each pulse was adjusted to generate an equivalent total amount of
stimuli under different conditions. (E) (Top) A proposed model for cAMP-driven
GtaC-mediated gene activation. In each cycle of stimulation (green line), the positive
effect of cAMP on gene activation precedes the exit of GtaC from the nucleus (blue
line), thereby creating a window of time (DT, gray shade) when both factors are
present to promote gene expression (orange line). Persistent stimulation (dark green
dashed line) drives GtaC out of the nucleus (dark blue dashed line), whereas lack of
stimulation (light green dashed line) fails to generate an activation signal, and in
both cases, gene expression is not activated (red and yellow dashed lines). This
design resembles the “positive edge trigger” logical circuit. The biological circuit

consists of an AND gate with cAMP and nuclear GtaC as two inputs to activate
transcription and a delayed NOT gate, by which cAMP controls the nuclear-to-
cytoplasmic translocation of GtaC. The circuit becomes active when cAMP level goes
from low to high. (F) Simulation showing the effects of the number of cAMP pulses.
Ten, 20, or 40pulseswere applied, 6min apart starting at 2 hours. (Left) Fractions of
GtaC in the nucleus and active for 10 (top) and 40 (bottom) pulses. (Right) Protein
expression as a function of time. The amount of protein is normalized to the total
amount produced by a single pulse. (G) Simulation showing the effects of the
pulsing period. Pulses spaced 2, 6, 12, and 20min apart were applied starting at
2 hours. (Left) cAMP and fractions of GtaC in the nucleus and active. The peak
concentration of cAMP is ~4 mM. (Right) Protein expression as a function of time.
Note that with 2-min periods, the new pulse was applied before the GtaC reentered
the nucleus; hence, the subsequent pulses did not lead to further activity.
(H) Schematic of chemotactic development regulation. Repeated stimuli coupled
with nucleocytoplasmic shuttling of GtaC generate units of transcription. Inte-
gration of sequential transcriptional activities allows cells to reckon the ex-
perience of stimulation and tune the level of gene expression.
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and fig. S10 (A toC), crac− orGFP-GtaC/crac− cells
were pulsed with different concentrations of cAMP
or at different intervals starting from 2 hours. For
development in the presence of sp-cAMPS, 1 mM
was included in DB or DB agar.

Gene Disruption
The gtaC− cell line was generated from the Ax2
background. The disruption construct consists of
a blasticidin S resistance (BSR) cassette from

pLPBLP (33) flanked by two genomic DNA frag-
ments amplified by polymerase chain reaction
(PCR) using primers KOF1-KOR1 and KOF2-
KOR2, respectively (see table S2 for primer se-
quences). Through homologous recombination,
the region of GtaC between +541 and +1323, in
which +1 is the first and +2007 is the last nu-
cleotide of the open reading frame, was replaced
by the BSR cassette. Knockouts were screened
by PCR and confirmed by Southern blotting.

Plasmid Construction
To generate constructs in which GtaCwas tagged
with GFP or Flag at the N terminus, full-length
GtaCwas amplified by PCR from genomic DNA
using P1 and P2 primers, the two introns were
subsequently deleted, and the resulting fragment
was cloned into the Bgl II and Spe I sites in
pDM317 or pDM320 (34). For deletion studies,
N- and C-terminal fragments of GtaC were am-
plified by PCR and cloned into the Bgl II and Spe I
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Fig. 6. GtaC shuttling constitutes a cellular mechanism that processes
oscillatory cAMP signaling. (A) GFP-GtaC/crac− cells were developed with cAMP
pulses applied at different intervals. Samples were collected every 2 min. (B) Ex-
pression of CsaA protein in crac− cells in response to different numbers of cAMP
pulses applied at 6-min intervals. Arrows indicate the time points when pulses were
discontinued. (C) Expression of CsaA in crac− cells in response to stimulations
applied at different intervals. (D) Similar experiment as in (C) except that the cAMP
concentration in each pulse was adjusted to generate an equivalent total amount of
stimuli under different conditions. (E) (Top) A proposed model for cAMP-driven
GtaC-mediated gene activation. In each cycle of stimulation (green line), the positive
effect of cAMP on gene activation precedes the exit of GtaC from the nucleus (blue
line), thereby creating a window of time (DT, gray shade) when both factors are
present to promote gene expression (orange line). Persistent stimulation (dark green
dashed line) drives GtaC out of the nucleus (dark blue dashed line), whereas lack of
stimulation (light green dashed line) fails to generate an activation signal, and in
both cases, gene expression is not activated (red and yellow dashed lines). This
design resembles the “positive edge trigger” logical circuit. The biological circuit

consists of an AND gate with cAMP and nuclear GtaC as two inputs to activate
transcription and a delayed NOT gate, by which cAMP controls the nuclear-to-
cytoplasmic translocation of GtaC. The circuit becomes active when cAMP level goes
from low to high. (F) Simulation showing the effects of the number of cAMP pulses.
Ten, 20, or 40pulseswere applied, 6min apart starting at 2 hours. (Left) Fractions of
GtaC in the nucleus and active for 10 (top) and 40 (bottom) pulses. (Right) Protein
expression as a function of time. The amount of protein is normalized to the total
amount produced by a single pulse. (G) Simulation showing the effects of the
pulsing period. Pulses spaced 2, 6, 12, and 20min apart were applied starting at
2 hours. (Left) cAMP and fractions of GtaC in the nucleus and active. The peak
concentration of cAMP is ~4 mM. (Right) Protein expression as a function of time.
Note that with 2-min periods, the new pulse was applied before the GtaC reentered
the nucleus; hence, the subsequent pulses did not lead to further activity.
(H) Schematic of chemotactic development regulation. Repeated stimuli coupled
with nucleocytoplasmic shuttling of GtaC generate units of transcription. Inte-
gration of sequential transcriptional activities allows cells to reckon the ex-
perience of stimulation and tune the level of gene expression.
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Cai et al., Science 343, 1249531 (2014). DOI: 10.1126/science.1249531
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• Pulsatile contractions are ubiquitous in animal morphogenesis

actin and myosin  in Drosophila 
embryo, (B. Dehapiot, Lecuit lab)
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• Pulsatility arises from fast positive 
feedback (autocatalytic activation of 
Rho1) and slow or delayed negative 
feedback

C. Elegans embryo, (Munro lab)

Mouse blastocyst (JL Maitre, Hiiragi lab)

actin and myosin
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anisotropic cortical tension138–141 while medial MyoII 
undergoes planar polarized flows that increase the 
speed of shrinkage of dorsal–ventral junctions77,135 and 
extend new antero-posterior junctions136,137. Similar 
junction remodelling by actomyosin contractions 
drives cell intercalation in vertebrates, such as during 
primitive streak formation142 and neural tube closure in 
chick embryos69,143. Remarkably, mesenchymal cells of 
the dorsal marginal zone in frog embryos present sim-
ilarities to the epithelial cells of the D. melanogaster 
germband144,145. Also here, phosphorylated MyoII 

accumulates at mediolateral cell–cell contacts inducing 
anisotropic cortical tension144, and actomyosin pulses 
correlate with steps of cell–cell contact shrinkage144,145.

Thus, the extension of actin-rich membrane protru-
sion and remodelling of cell–cell contacts by actomyosin 
contraction are complementary strategies to produce 
local active forces required for cell intercalation.

The proper orientation of cell processes driving 
tissue extension requires that global tissue polarity is 
read out locally. In D. melanogaster embryos, the global 
polarity is encoded in the gradients of the anterior and 

a  Tissue convergence–extension

b  Intercalation by cell motility

c

d  Intercalation by polarized junction remodelling

e
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NATURE REVIEWS | MOLECULAR CELL BIOLOGY

R E V I E W S

• From pulsatile cell deformations to irreversible tissue flows

• Irreversible and planar polarised 
changes in the topology of cell 
interfaces drive cell intercalation 
and tissue flow in vertebrate and 
invertebrate embryos. 

• Similar to T1 transition in foams. 
• This emerges from anisotropic 

contractile forces at cell junctions.

Collinet C. & Lecuit T. Nature Rev. Mol. Cell Biol., (2021) 
C. Bertet, L. Sulak and T. Lecuit. Nature 429(6992):667-71. (2004)
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Figure 11.6: Irreversible junction dynamics during morphogenesis. (A)
Schematic of pulse of myosin activity resulting in shortening of a junction. (B)
Schematic of a pulse of myosin activity resulting in elongation of a junction. (C)
Junctions undergoing shortening (top) and elongation (bottom). E-cadherin is
labeled in red and myosin II is labeled in cyan. (D) Length of junction over time
and myosin intensity over time. (E) Schematic of region over which the time
evolution of myosin intensity is measured in shortening junction. (F) Length
of junction over time and myosin intensity over time. (G) Schematic of region
over which myosin intensity is measured in elongating junction. Adapted from
Clement, R, Dehapiot, B, Collinet, C, Lecuit, T, Lenne, PF (2017), Curr Biol
27 3132-3142 e4.

The Restless Cell: Continuum Theories of Living Matter. C. Hueschen and R. Phillips. (2024). PUP.

• From pulsatile cell deformations to irreversible tissue extension

• Polarized junction remodelling is sped 
up by pulsatile and flow of actomyosin 
contractile networks.

• How do pulses of actomyosin 
contraction drive irreversible 
deformations? (ie. instead of pulsatile 
and reversible deformations)

Collinet C, Rauzi M, Lenne PF, Lecuit T. NCB 17(10):1247-58 (2015)
M. Rauzi et al. Nature. 468(7327):1110-4 (2010)

Myosin2  
E-cadherin
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Figure 11.7: Assembling elasticity and viscous relaxation to model the dynamics
of cell-cell junctions. (A) Actomyosin at the interface between adjacent cells.
(B) Length of a cell-cell junction as its length changes from an initial reference
length `0 to a final length `. (C) Schematic of the temporal history of a junction
over time. The fact that the final length after release of the force is di↵erent
than the initial length is a signature of viscous relaxation. (D) Putting together
the elastic and viscous forces that control junction length.
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Figure 11.8: Time evolution of junction length in the viscoelastic model of
junction dynamics. (A) Evolution of junction length under periodic loading.
Di↵erent choices of relaxation time ⌧ lead to quite di↵erent junction dynamics.
(B) Comparison of experiment and theoretical analysis of junction elongation.
Unlike the model of part (A), here the experimentally measured myosin distri-
bution is used as input into the calculation of the junction length dynamics as
reported in Clement, R, Dehapiot, B, Collinet, C, Lecuit, T, Lenne, PF (2017),
Curr Biol 27 3132-3142 e4.

the forcing is much faster than the relaxational dynamics (i.e., !⌧ � 1), the
system will respond nearly elastically as seen in Figure 11.8(A). By way of
contrast, when the loading frequency is slow compared to the relaxation time
(i.e., !⌧ ⌧ 1), the system has time to relax to a new equilibrium length every
loading cycle as also seen in the red curves that report increasing junction length
over time as shown in Figure 11.8(A).

Rather than assuming a simple periodic forcing function like we did above,
the dialogue between theory and experiment shown in Figure 11.8(B) used a
time dependent force f(t) = ↵(M(t) �M0) based on observed myosin density
(M(t)) pulses. M0 is a myosin II base level observed in the absence of pulses.
The model predicts specific junctional dynamics, l(t), given this specific f(t).
The predicted junctional dynamics is compared to data in the figure, which
shows several pulses of myosin activity and corresponding junction elongation.
We have introduced this beautiful example because it brings together so many
important themes: a fascinating biological problem, a clever and substantive and
yet simple model, an acknowledgment of the importance of the missing degrees
of freedom that lead to the relaxational dynamics and a dialogue between theory
and experiment.

In the experiments described above, fluorescence microscopy was used to
watch the internal workings of a tissue as it was subjected to internally gener-
ated pulses of myosin. However, as always, it would be great to control these
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Figure 11.8: Time evolution of junction length in the viscoelastic model of
junction dynamics. (A) Evolution of junction length under periodic loading.
Di↵erent choices of relaxation time ⌧ lead to quite di↵erent junction dynamics.
(B) Comparison of experiment and theoretical analysis of junction elongation.
Unlike the model of part (A), here the experimentally measured myosin distri-
bution is used as input into the calculation of the junction length dynamics as
reported in Clement, R, Dehapiot, B, Collinet, C, Lecuit, T, Lenne, PF (2017),
Curr Biol 27 3132-3142 e4.

the forcing is much faster than the relaxational dynamics (i.e., !⌧ � 1), the
system will respond nearly elastically as seen in Figure 11.8(A). By way of
contrast, when the loading frequency is slow compared to the relaxation time
(i.e., !⌧ ⌧ 1), the system has time to relax to a new equilibrium length every
loading cycle as also seen in the red curves that report increasing junction length
over time as shown in Figure 11.8(A).

Rather than assuming a simple periodic forcing function like we did above,
the dialogue between theory and experiment shown in Figure 11.8(B) used a
time dependent force f(t) = ↵(M(t) �M0) based on observed myosin density
(M(t)) pulses. M0 is a myosin II base level observed in the absence of pulses.
The model predicts specific junctional dynamics, l(t), given this specific f(t).
The predicted junctional dynamics is compared to data in the figure, which
shows several pulses of myosin activity and corresponding junction elongation.
We have introduced this beautiful example because it brings together so many
important themes: a fascinating biological problem, a clever and substantive and
yet simple model, an acknowledgment of the importance of the missing degrees
of freedom that lead to the relaxational dynamics and a dialogue between theory
and experiment.

In the experiments described above, fluorescence microscopy was used to
watch the internal workings of a tissue as it was subjected to internally gener-
ated pulses of myosin. However, as always, it would be great to control these

Clément, R, Dehapiot, B, Collinet, C, Lecuit, T, Lenne, PF (2017), Curr Biol 27 3132-3142 e4.

The Restless Cell: Continuum Theories of Living Matter. C. Hueschen and R. Phillips. (2024). PUP

• From pulsatile cell deformations to irreversible tissue extension

• Time scale of deformation: period 
of actomyosin pulses ~120s. 

• Dissipation time scale (emerging 
from turnover rate of actin, cross 
linkers, myosin2, E-cadherin 
complex binding kinetics etc) 
dictates junctions dynamics. 

• If time scale of deformation 
shorter than dissipation time 
scale, deformation is reversible 
(~elastic behaviour).  
If longer, then deformations are 
irreversible.  

Computing different mechanical time scales determines the reversibility of deformation
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Plan

• Time scales in biology: 
— Phenomenology of time and features: nested time scales (from molecules to evolution). 
— Cycles and linear time (counting versus accumulating). 

• How is time encoded: defining time scales locally and globally. 

• How is temporal information decoded? 
— Signalling information: information encoded in dynamics.  
— Mechanical temporal information in morphogenesis. 
— Segmentation clock: decoding time to encode space  
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Temporal information in morphogenesis

Case study: the segmentation clock

Olivier Pourquié  
(Harvard Medical School)
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When theory precedes experiments

• A model inspired by the « catastrophe theory » (R. Thom) 
• A model for scaling of patterns (Turing model: wavelength is not 

dependent on system size)  
• « Implausibility » of positional information based model: too many 

discrete values to respond to…  

• Key features of Clock and Wavefront model: 
Wave front of sudden cell changes (discontinuity) 
Clock: smooth oscillation of phase-linked cells  
Slow posterior movement of the wave front

J. theor. Biol. (1976) 58, 455-476 

A Clock and Wavefront Model for Control of the Number 
of Repeated Structures during Animal Morphogenesis 

J. COOKEr 
National Institute for Medical Research, 

The Ridgeway, Mill Hill, London NW7 1AA, England 
AND 

E. C. ZEEMAN 
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FIG. 3. Topological representations of the model for control of somite number. (a) A 
section of the embryonic axis a few somites long graphed in real space (S) in head-tail 
axis, real developmental time (T) (i.e. onset of somite formation at each level) and a 
dimension representing intracellular development (vertical, with gravity as analogue of 
the vectorial nature of developmertt). The fold in the descending surface, representing 
onset of fast unstable cell change involved in somitogenesis, is oblique to the time and 
space axes. Thus of any longitudinal string of somite-forming cells, some will not yet 
have changed, a group will be changing and the rest will be in a new era of slow develop- 
merit (differentiation) following change. The hypothetical oscillator that controls the 
grouping of these cells is represented as a point describing a limit cycle, in real time and 
in some of the imracellular biochemical dimensions (vertical). The dashed line shows that 
it involves oscillation in the position of the instability or fold-edge. (b) The same surface 
is shown, but with real space and time represented by the rippled shape of the fold-edge 
and by drawing a string of cells travelling through their development (i.e. time) at an 
angle to the axis of the fold-edge, so that all must meet it. Cells thus undergo c h a n ~  in 
a succession of discrete, synchronized groups in time and space. A formed and differen- 
tiating, a just-formed, and a forming block are shown, while still on the upper surface 
are the presumptive cell-group of the subsequent somite (dotted lines and bracke0. 
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« L'essence de la théorie des catastrophes c'est de ramener les 
discontinuités apparentes à la manifestation d'une évolution lente 
sous-jacente »  René Thom.
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mechanism (Aulehla and Johnson, 1999; Forsberg et al., 1998; McGrew
et al., 1998). Moreover, the knock-out of Lfng in mouse resulted in severe
segmentation defects of the vertebral column, arguing that its expression
is important for the regular periodic organization of vertebrae (Evrard
et al., 1998). Kim Dale in my group showed that overexpression of Lfng in
the chicken embryo disrupts segmentation and inhibits Notch signaling
(Dale et al., 2003). This led us to propose a model wherein the clock
drives periodic inhibition of Notch signaling necessary for the rhythmic
production of somites (Dale et al., 2003). In parallel to this work, genetic
screens for segmentation defects performed in zebrafish by the groups of
Nusslein-Volhard and Driever had identified a series of mutants showing
defective somite formation (Solnica-Krezel et al., 1996; van Eeden et al.,
1996). The somites in these mutants were more affected in the posterior
than in the anterior domain and hence they received names such as after
eight or deadly seven. The cloning of the genes responsible for these
phenotypes demonstrated that a large fraction of them belonged to the
Notch pathway including the Notch receptor Notch1, the ligands DeltaC
and DeltaD, and the ubiquitin ligase Mindbomb (Holley et al., 2000,
2002; Jiang et al., 2000). At the same time, the periodic expression of the
hairy-related genes (Her) Her1 andHer7was also reported in zebrafish by
Scott Holley, Andy Oates, and Sharon Amacher while the group of Julian
Lewis demonstrated the rhythmic expression of the mRNA coding for the
Notch ligand DeltaC in the PSM (Henry et al., 2002; Holley et al., 2000;
Jiang et al., 2000; Oates and Ho, 2002). Strikingly, in zebrafish Notch
pathway mutants, the dynamic waves of expression of DeltaC were not
observed anymore and were instead replaced by a salt and pepper
expression pattern in the PSM. This led Julian Lewis to propose that an
important role of Notch was to synchronize the oscillations locally in the
PSM (Jiang et al., 2000). In its absence, synchronization is lost leading to
the salt and pepper pattern in this mutant. This elegant hypothesis was
confirmed using a fluorescent reporter for the cyclic gene Her1 which
allowed to track oscillations in real time in nearby cells in zebrafish
Notch mutants and demonstrate the loss of synchrony (Delaune et al.,

2012). The role of Notch signaling remains however somehow confusing;
in zebrafish, Notch signaling does not seem to control oscillations and its
role appears restricted to synchronization, whereas in amniotes, Notch is
required for both the oscillations and their synchronization (del Barco
Barrantes et al., 1999; Ferjentsik et al., 2009; Okubo et al., 2012; Venzin
and Oates, 2020). Thus, at the end of the 20th century, it was clear that
vertebrate segmentation involves a molecular oscillator driving periodic
Notch activity in the PSM to control the rhythmic production of embry-
onic somites (Jiang et al., 1998; Pourquie, 1999).

The functional role of the hairy genes in the clock regulation was
initially unclear. Early studies showed that Lfng oscillations are disrupted
by cycloheximide treatment while hairy1 oscillations are not (McGrew
et al., 1998), which led to the suggestion that Lfng acts downstream of
hairy1. Functional explorations of the role of hairy genes in segmentation
were complicated by the fact that the exact identity of the mouse
orthologs of chicken hairy1 and 2 is unclear. We showed that the gene
HES1 identified by Yoshiki Sasai (Sasai et al., 1992) is more closely
related to hairy2 and exhibits oscillation downstream of Notch in the
mouse, even though its knock-out does not exhibit segmentation defects
(Jouve et al., 2000). Importantly, the group of Ryoichiro Kageyama
identified another mouse hairy-related gene called HES7 which exhibits
oscillations in the PSM (Bessho et al., 2001a) and whose knock-out leads
to severe segmentation defects (Bessho et al., 2001b). HES7 expression is
at least in part downstream of Notch signaling and it represses the
expression of Lfng in the PSM (Niwa et al., 2007).

Based on mathematical modeling, Julian Lewis proposed that the
pacemaker of the segmentation clock was based on a transcriptional loop
centered on the HES/Her repressors which can negatively regulate
transcription of their own genes after some delay (Lewis, 2003). This
delay is caused by the time required to splice the mRNA, export it to the
cytoplasm, translate it and import the protein to the nucleus. This model
was initially proposed for the Her genes of zebrafish and subsequently
extended to HES7 in mouse by Kageyama who further showed that

Fig. 3. Original illustrations from the Palmeirim et al. (1997) paper describing the identification of the segmentation clock. (A–I) Panels showing the expression of
hairy1 detected by in situ hybridization (in blue) in chicken embryos at the 15, 16 and 17-somite stage (15S, 16S and 17S). A wave of transcription of hairy1 sweeping
the PSM is observed during each somite cycle. This wave is represented in the cartoon below which shows the dynamics of hairy1 (in blue) within the time to form one
somite. I, II, III correspond to three different stages of the progression of the wave along the PSM.
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• Formation of somites is associated with cyclic gene expression

Palmeirim, I., Henrique, D., Ish-Horowicz, D., and Pourquié , O. Cell 91, 
639–648 (1997)

• The mouse segmentation gene hairy shows 
very dynamic expression patterns even within 
the 90 min required to produce a new somite.

• Evidence of cyclic gene expression (T=90min): 
—split embryo in 2 halves, fix the left part    
immediately and let the right part develop for 
increasing amount of time, then fix. 
—After 30 min the hairy stripe has shifted to a more 
anterior region 
—After 90 min, the expression pattern becomes 
symmetric but a new segmented somite formed.
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Figure 3. c-hairy1 mRNA Expression in the Presomitic Mesoderm Defines a Highly Dynamic C audal-to-Rostral Expression Sequence Reiterated
during Formation of Each Somite
(Top) In situ hybridization with c-hairy1 probe showing the different categories of c-hairy1 expression patterns in embryos aged of 15 (A, B,
and C), 16 (D, E, and F), and 17 (G, H, and I) somites. Rostral to the top. B ar 5 200 mm.
(Bottom) Schematic representation of the correlation between c-hairy1 expression in the PSM with the progression of somite formation. While
a new somite is forming from the rostral-most PSM (somite 0:S0), a narrow stripe of c-hairy1 is observed in its caudal aspect, and a large
caudal expression domain extends rostrally from the tail bud region (stage I; A, D, and G). As somite formation proceeds, as evidenced by
the visualization of the appearing caudal fissure, the c-hairy1 expression expands anteriorly, the caudal-most domain disappears, and c-hairy1
appears as a broad stripe in the rostral PSM (stage II; B, E, and H).
When somite 0 is almost formed, the stripe has considerably narrowed, and c-hairy1 is detected in the caudal part of the prospective somite
(stage III; C , F, and I) while a new caudal expression domain arises from the tail bud region (in C can be seen the beginning of stage I of the
next cycle). This highly dynamic sequence of c-hairy1 expression in the PSM was observed at all stages of somitogenesis examined (from 1
to 25 somites), suggesting a cyclic expression of the c-hairy1 mRNA correlated with somite formation. Arrowheads point to the most recently
completely formed somite (somite I:S I).

is that the wavefront reflects extensive caudo-rostral patterns differ (Figure 5). This experiment clearly indi-
cates that the progression of the c-hairy1 wavefrontmovement of c-hairy1 expressing cells during somite

formation. This appears unlikely because previous work occurs independently of cell movement. It also confirms
and extends the results of cell grafting experiments inhas indicated that cell movement within the PSM is re-

stricted (Tam and B eddington, 1986; Stern et al., 1988). the mouse and of tracer injection into single PSM cells,
which demonstrated that their progeny never encom-If the c-hairy1-expressing cells in stage II were to derive

from cells in stage I, they would have to move across pass more than two consecutive segments (Tam and
B eddington, 1986; Stern et al., 1988).about 50% of the PSM, a distance greater than 450 mm,

in less than 30 min.
To exclude the possibility that cell migration contrib- Rhythmic Expression of c-hairy1 Is an Autonomous

Property of the Presomitic Mesodermutes to the dynamics of c-hairy1 expression, we have
marked small clusters of cells at the same anteroposte- What might drive the caudal-to-rostral wavefront of

c-hairy1 expression in the PSM? One possibility is thatrior level in both the left and right PSM with DiI. The
caudal part of these embryos was then separated into it results from a periodic signal originating at the poste-

rior end of the PSM, which spreads and activatesits two halves as described previously, and one half was
immediately fixed while the other was cultured for 30 c-hairy1 in successively more anterior cells. This relay

hypothesis predicts that a discontinuity within the PSMmin prior to fixation. The DiI was then photoconverted
to an insoluble DA B precipitate, and both halves were would interrupt spreading of the signal and halt the ante-

rior progression of c-hairy1 expression. To test this idea,hybridized with the c-hairy1 probe. In all observed cases
(n 5 8), DiI labeled cells are found at exactly the same c-hairy1 expression was assayed in half embryos in

which the caudal part of the PSM including the tailbudlevel in the two halves whereas the c-hairy1 expression

Molecular Clock Linked to Vertebrate Segmentation
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Figure 4. Cyclic Expression of c-hairy1 RNA in the Presomitic Meso- Figure 5. C ell Movements Do Not Account for c-hairy1 Expression
derm C orrelates with Somite Formation Kinetics
The caudal regions of 15- to 20-somite embryos (including the pre- The caudal regions of 15- to 20-somite embryos were sagittally
somitic mesoderm and the last few somites) were sagittally divided divided into two halves after DiI labeling of a small group of cells
into two halves. One half (left side) was immediately fixed, and the at the same anteroposterior level in the left and right PSM. One half
other half (right side) was incubated on top of a millipore filter. Both (left side) was immediately fixed, and the other half (right side) was
halves were hybridized with c-hairy1 probe. incubated on top of a millipore filter for 30 min. Both halves were
(A) Experimental half-embryo cultured for 30 min. A different expres- hybridized with c-hairy1 probe after photoconversion of the DiI. In
sion pattern is observed between the two halves, indicating the (A), the c-hairy1 expression pattern changes from stage I to stage
extremely dynamic nature of c-hairy1 expression. II1 while in (B), it progresses from stage II to stage III. C ells labeled
(B) Experimental half-embryo cultured for 90 min (the time required with DiI appear brown owing to the formation of DA B precipitate
for the formation of one somite). The same expression pattern is and are indicated by white arrows. In both examples, the cells are
found in both halves, indicating that c-hairy1 expression pattern located at exactly the same anteroposterior level after a 30 min
cycles over a period exactly corresponding to somite formation. culture period while the c-hairy1 expression pattern has progressed,
O pen arrowhead, somite 0; arrowheads, segmented somites. Ros- indicating that expression dynamics are not due to cell movements
tral to the top. B ar 5 350 mm. in the PSM. Asterisk marks the last formed somite. B ar 5 150 mm.

was surgically ablated (n 5 8). The same expression their circuitry involves unstable components that are
pattern is observed in ablated and unoperated halves, subject to negative autoregulation (reviewed in Sas-
even after extended culture (Figures 6A–6C). Therefore, sone- C orsi, 1994; Dunlap, 1996). The dynamic pattern
cycling of c-hairy1 expression in the rostral PSM is inde- of c-hairy1 expression and the likelihood that c-hairy1
pendent of the presence of a caudal PSM, and the pro- is a transcriptional repressor led us to ask whether
gression of the c-hairy1-expressing wavefront during c-hairy1 is itself a central component of the clock mech-
somite formation is not related to the spreading of a anism or if its cyclical transcription reflects an output
signal originating in the posterior part of the embryo and from the clock. To address these questions, we exam-
travelling anteriorly along the cells in the PSM. ined the effects of blocking protein synthesis on c-hairy1

These experiments suggest that the dynamic c-hairy1 expression.
expression sequence reflects an autonomous property Half-embryo explants were incubated in cyclohexi-
of the PSM. We therefore studied the c-hairy1 expres- mide for up to 90 min while the contralateral half was
sion pattern in explant cultures of presomitic mesoderm fixed immediately. When explants are cultured for less
isolated from all the surrounding tissues that might be than 75 min, the fixed and incubated halves show differ-
providing extrinsic signals. The presomitic mesoderm ent patterns, indicating that inhibiting protein synthesis
of one-half of 15- to 25-somite embryos was separated does not block c-hairy1 oscillations (n 5 4/4; Figure
from ectoderm, endoderm, neural tube, notochord, lat- 7A). We confirmed this result by studying half-embryos
eral plate, and tail bud while the other half remained cultured for equal times in the presence or absence of
intact. The two halves were cultured separately for peri- cycloheximide. For the first 60 min of culture, treated
ods between 30 and 180 min (n 5 31). c-hairy1 expres- and untreated halves show the same patterns of c-hairy1
sion patterns are similar in both types of explant (Figures expression (n 5 11/11; Figures 7C and 7D), suggesting
6D–6F), suggesting that the kinetics of c-hairy1 expres- that the periodicity of c-hairy1 pulsing is initially inde-
sion are independent of surrounding tissues, and derive pendent of de novo protein synthesis.
autonomously from the PSM. Moreover, these cultures Nevertheless, protein synthesis may be required for
cycle normally although Hensens node is absent, show- continued periodicity of c-hairy1 expression. Explants
ing that cycling in the caudal PSM does not depend on cultured in cycloheximide for 90 min (one somite equiva-
a signal from the node (Figure 6). lent) usually show a different pattern of expression from

halves fixed immediately (n 5 6/9; Figure 7B). Also,
Periodic Oscillations of c-hairy1 Are Independent c-hairy1 expression in half-embryos cultured for 90 min
of Protein Synthesis or more in the presence of cycloheximide often differs
The above results show that c-hairy1 mRNA is ex- from that in the matched half-embryos incubated with-
pressed cyclically in cells of the PSM and are consistent out the drug (n 5 8/16; Figures 7E and 7F). Thus, a 90
with clock models for somitogenesis (see Discussion). min periodicity is not maintained in such longer term

cultures.Studies of other clock control mechanisms indicate that

• Associated with a kinematic wave towards the anterior: 
The wave stops and is associated with the formation of a new somite
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Figure 6. The Cyclic Expression of the
c-hairy1 G ene Is an Autonomous Property of
the Presomitic Mesoderm Independent of the
Anterior-Posterior Integrity of This Tissue
C audal parts of 15- to 20-somite embryos
including the PSM were sagittally divided into
two halves and were cultured in parallel.
(A–C) The caudal part of the right embryonic
half was surgically removed, and the re-
maining part was cultured in parallel with its
contralateral half during 90 min (A), 120 min
(B), and 180 min (C). Expression pattern of
c-hairy1 is similar in operated and control
halves independent of the culture period.
(D–F) In the experimental embryonic half,
the presomitic mesoderm was isolated from
the surrounding tissues and cultured with the
contralateral half during 30 min (D), 90 min
(E), and 180 min (F). The expression pattern
of c-hairy1 gene is preserved in the isolated
presomitic mesoderm, showing that the ex-
pression of this gene is an autonomous prop-
erty of the presomitic mesoderm. Rostral to
the top. B ar 5 150 mm.

To verify that protein synthesis was efficiently blocked mRNA appears as a wavefront travelling along the
anteroposterior axis, and this scheduled expressionduring such short time periods in explant culture, we

measured [35S]methionine incorporation in half-embryo constitutes an autonomous property of the paraxial
mesoderm. We discuss these results in terms of a devel-explants incubated with or without cycloheximide (n 5

36). At concentrations of 5 or 10 mM cycloheximide, opmental clock linked to segmentation of the paraxial
mesoderm.progression of the c-hairy1 wavefront was not affected

after 30 min in culture while 71% and 84% of the protein
synthesis was blocked, respectively (data not shown). Rhythmic c-hairy1 mRNA Expression Provides

Molecular Support for a DevelopmentalIncreasing the concentration to 20 mM did not increase
the efficiency of the inhibition. Since cycloheximide Clock Driving Segmentation

Prospective somitic cells begin to express pulses ofdoes not block all protein translation (i.e., mitochon-
drial protein synthesis), we consider that treatment effi- c-hairy1 mRNA as soon as they leave Hensen’s node

and rostral primitive streak territory to enter the paraxialciently blocked protein synthesis in our explants. Two
other lines of evidence indicate that the persistence of mesoderm (Figure 8). Thus, PSM cells exhibit periodicity

immediately after gastrulation, well before they are in-c-hairy1 wave of expression after cycloheximide treat-
ment is not due to a failure of the drug to block protein corporated into a somite. This result is in good agreement

with earlier studies which showed that prospective so-synthesis. First, somitogenesis is blocked in the treated
embryos (Figure 7F). Second, treated explants show mites are determined almost concomitantly with par-

axial mesoderm formation (reviewed in Keynes andstrongly increased levels of c-hairy1 transcripts indicat-
ing mRNA stabilization (Figures 7B, 7E, and 7F; note Stern, 1988). However, c-hairy1 mRNA is not expressed

according to the postulated prepattern of the PSM de-that staining times are reduced by at least 5-fold for
treated explants). Together, these results indicate that fined in the somitomere hypothesis (Meier, 1984).

Rather, we propose that the periodic nature ofduring one cycle of expression, the dynamic regulation
of c-hairy1 mRNA is unlikely to involve feedback regula- c-hairy1 mRNA expression in the PSM, which correlates

precisely with the time it takes to form a somite, is drivention by the c-hairy1 protein. Indeed, the failure of the
cycloheximide treatment to stop the clock suggests that by an underlying molecular clock linked to somitogen-

esis. Various experiments in amphibian embryos havec-hairy1 is more likely to be an output of the clock than
a component of the clock. led to the idea of such a clock or an oscillator that would

govern the behavior of the cells that are destined to
segment together and form a somite (C ooke and Zee-Discussion
man, 1976; see Davidson, 1988 for a review). In the
“clock-and-wavefront” model, cells oscillate synchro-We report here the identification of c-hairy1, an avian

homolog of the fly segmentation gene hairy. This gene nously according to the clock while they are in the PSM
and then halt their oscillation as they become matureis expressed in a cyclic fashion in the presomitic meso-

derm with a periodicity corresponding to the formation for somite formation. The boundary between oscillating
(immature, presomitic) and arrested (mature, somitic)time of one somite. The periodic expression of c-hairy1

• The cyclic gene expression is autonomous:  
it does not depend on a signal propagating from posterior to anterior
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Figure 2 | The clock-and-wavefront model. a | The segmentation clock. The segmentation clock comprises a set of 
oscillatory activities, such as gene expression and signalling pathways (orange). These periodic activities control the 
determination of new segments. The synchronization of cellular oscillators and their slowing down along the presomitic 
mesoderm (PSM) creates the visual impression of a travelling wave that progressively sharpens as it moves anteriorly along 
the PSM. However, this travelling wave is not caused by cell movements because the progression of the wave is faster 
than the movement of a group of cells (square). b | Gradient formation. The FGF8 gradient (and presumably the FGF4 
and WNT3A gradients) is formed by an RNA decay mechanism: mRNAs are only produced in the tail bud and are then 
progressively degraded in the PSM. As a group of cells (square) becomes located more anteriorly in the PSM owing to 
posterior elongation movements, the amount of Fgf8 mRNA decreases, which creates a gradient of mRNA (in blue) that is 
translated into a gradient of FGF8 ligand. Over time, the group of cells experiences less FGF and WNT signalling, so that the 
determination front position moves posteriorly with elongation of the body axis. c | Clock topologies. Oscillations are 
thought to arise through delayed negative-feedback loops. Three main signalling pathways were shown to oscillate in 
mouse embryos: Notch, WNT and fibroblast growth factor (FGF). Binding of the WNT ligand to its receptor results in 
β-catenin (β‑cat)‑mediated target gene transcription. AXIN2 and Dickkopf‑related protein 1 (DKK1) are negative‑feedback 
inhibitors of this pathway and are periodically expressed in the PSM. The binding of FGF ligands to their cognate receptor 
results in activation of the ERK pathway. Phosphorylated ERK (pERK) activates dual specificity protein phosphatase 4 
(Dusp4), Dusp6 and Sprouty 2 (Spry2), which are known negative‑feedback inhibitors of the FGF pathway that are expressed 
rhythmically. The Notch targets lunatic fringe (Lfng) and Notch‑regulated ankyrin repeat protein (Nrarp) contribute to the 
rhythmic production of the transcriptional effector Notch intracellular domain (NICD).The mouse oscillators interact and 
entrain each other. Hairy and enhancer of split 7 (HES7) is activated by the FGF–phosphorylated ERK pathway posteriorly in 
the PSM and by NICD more anteriorly, and represses the FGF–ERK pathway and Notch inhibitors, as well as its own 
expression. By contrast, in zebrafish, oscillations are mainly controlled by the availability and activities of Hes/Hes‑related 
(Her) factors. F|| Clock‑and‑wavefront model. Two inputs control the activation of the segmental programme: the 
segmentation clock (in orange) and the wavefront (in blue). The clock moves along the PSM and triggers the segmental 
determination of cells (pink) that are passed by the wavefront during the previous cycle. DLL1, Delta‑like 1.
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Figure 2 | The clock-and-wavefront model. a | The segmentation clock. The segmentation clock comprises a set of 
oscillatory activities, such as gene expression and signalling pathways (orange). These periodic activities control the 
determination of new segments. The synchronization of cellular oscillators and their slowing down along the presomitic 
mesoderm (PSM) creates the visual impression of a travelling wave that progressively sharpens as it moves anteriorly along 
the PSM. However, this travelling wave is not caused by cell movements because the progression of the wave is faster 
than the movement of a group of cells (square). b | Gradient formation. The FGF8 gradient (and presumably the FGF4 
and WNT3A gradients) is formed by an RNA decay mechanism: mRNAs are only produced in the tail bud and are then 
progressively degraded in the PSM. As a group of cells (square) becomes located more anteriorly in the PSM owing to 
posterior elongation movements, the amount of Fgf8 mRNA decreases, which creates a gradient of mRNA (in blue) that is 
translated into a gradient of FGF8 ligand. Over time, the group of cells experiences less FGF and WNT signalling, so that the 
determination front position moves posteriorly with elongation of the body axis. c | Clock topologies. Oscillations are 
thought to arise through delayed negative-feedback loops. Three main signalling pathways were shown to oscillate in 
mouse embryos: Notch, WNT and fibroblast growth factor (FGF). Binding of the WNT ligand to its receptor results in 
β-catenin (β‑cat)‑mediated target gene transcription. AXIN2 and Dickkopf‑related protein 1 (DKK1) are negative‑feedback 
inhibitors of this pathway and are periodically expressed in the PSM. The binding of FGF ligands to their cognate receptor 
results in activation of the ERK pathway. Phosphorylated ERK (pERK) activates dual specificity protein phosphatase 4 
(Dusp4), Dusp6 and Sprouty 2 (Spry2), which are known negative‑feedback inhibitors of the FGF pathway that are expressed 
rhythmically. The Notch targets lunatic fringe (Lfng) and Notch‑regulated ankyrin repeat protein (Nrarp) contribute to the 
rhythmic production of the transcriptional effector Notch intracellular domain (NICD).The mouse oscillators interact and 
entrain each other. Hairy and enhancer of split 7 (HES7) is activated by the FGF–phosphorylated ERK pathway posteriorly in 
the PSM and by NICD more anteriorly, and represses the FGF–ERK pathway and Notch inhibitors, as well as its own 
expression. By contrast, in zebrafish, oscillations are mainly controlled by the availability and activities of Hes/Hes‑related 
(Her) factors. F|| Clock‑and‑wavefront model. Two inputs control the activation of the segmental programme: the 
segmentation clock (in orange) and the wavefront (in blue). The clock moves along the PSM and triggers the segmental 
determination of cells (pink) that are passed by the wavefront during the previous cycle. DLL1, Delta‑like 1.
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Figure 2 | The clock-and-wavefront model. a | The segmentation clock. The segmentation clock comprises a set of 
oscillatory activities, such as gene expression and signalling pathways (orange). These periodic activities control the 
determination of new segments. The synchronization of cellular oscillators and their slowing down along the presomitic 
mesoderm (PSM) creates the visual impression of a travelling wave that progressively sharpens as it moves anteriorly along 
the PSM. However, this travelling wave is not caused by cell movements because the progression of the wave is faster 
than the movement of a group of cells (square). b | Gradient formation. The FGF8 gradient (and presumably the FGF4 
and WNT3A gradients) is formed by an RNA decay mechanism: mRNAs are only produced in the tail bud and are then 
progressively degraded in the PSM. As a group of cells (square) becomes located more anteriorly in the PSM owing to 
posterior elongation movements, the amount of Fgf8 mRNA decreases, which creates a gradient of mRNA (in blue) that is 
translated into a gradient of FGF8 ligand. Over time, the group of cells experiences less FGF and WNT signalling, so that the 
determination front position moves posteriorly with elongation of the body axis. c | Clock topologies. Oscillations are 
thought to arise through delayed negative-feedback loops. Three main signalling pathways were shown to oscillate in 
mouse embryos: Notch, WNT and fibroblast growth factor (FGF). Binding of the WNT ligand to its receptor results in 
β-catenin (β‑cat)‑mediated target gene transcription. AXIN2 and Dickkopf‑related protein 1 (DKK1) are negative‑feedback 
inhibitors of this pathway and are periodically expressed in the PSM. The binding of FGF ligands to their cognate receptor 
results in activation of the ERK pathway. Phosphorylated ERK (pERK) activates dual specificity protein phosphatase 4 
(Dusp4), Dusp6 and Sprouty 2 (Spry2), which are known negative‑feedback inhibitors of the FGF pathway that are expressed 
rhythmically. The Notch targets lunatic fringe (Lfng) and Notch‑regulated ankyrin repeat protein (Nrarp) contribute to the 
rhythmic production of the transcriptional effector Notch intracellular domain (NICD).The mouse oscillators interact and 
entrain each other. Hairy and enhancer of split 7 (HES7) is activated by the FGF–phosphorylated ERK pathway posteriorly in 
the PSM and by NICD more anteriorly, and represses the FGF–ERK pathway and Notch inhibitors, as well as its own 
expression. By contrast, in zebrafish, oscillations are mainly controlled by the availability and activities of Hes/Hes‑related 
(Her) factors. F|| Clock‑and‑wavefront model. Two inputs control the activation of the segmental programme: the 
segmentation clock (in orange) and the wavefront (in blue). The clock moves along the PSM and triggers the segmental 
determination of cells (pink) that are passed by the wavefront during the previous cycle. DLL1, Delta‑like 1.
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The segmentation clock -cycling genes

• 3 signalling pathways show oscillatory signalling dynamics - mouse/chicken

Hubaud and Pourquié. Nature Rev Mol. Cell Biol. 15: 709-721 (2014)

• The Notch, Wnt and FGF signalling 
pathways show cyclic expression 

• The Notch and FGF pathways are 
coupled 

• Oscillatory dynamics of these pathways 
is associated with negative feedback 
regulation with a time delay 

Lauschke, V. M., Tsiairis, C. D., Francois, P. & Aulehla, A.
Nature 493, 101–105 (2012).

• Direct visualisation of Lfng-Venus oscillations in living mouse embryos 
confirms the existence of cyclic gene expression and the emergence of a 
kinematic wave across the PSM associated with somite formation

 Lfng-VenusYFP
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Figure 2 | The clock-and-wavefront model. a | The segmentation clock. The segmentation clock comprises a set of 
oscillatory activities, such as gene expression and signalling pathways (orange). These periodic activities control the 
determination of new segments. The synchronization of cellular oscillators and their slowing down along the presomitic 
mesoderm (PSM) creates the visual impression of a travelling wave that progressively sharpens as it moves anteriorly along 
the PSM. However, this travelling wave is not caused by cell movements because the progression of the wave is faster 
than the movement of a group of cells (square). b | Gradient formation. The FGF8 gradient (and presumably the FGF4 
and WNT3A gradients) is formed by an RNA decay mechanism: mRNAs are only produced in the tail bud and are then 
progressively degraded in the PSM. As a group of cells (square) becomes located more anteriorly in the PSM owing to 
posterior elongation movements, the amount of Fgf8 mRNA decreases, which creates a gradient of mRNA (in blue) that is 
translated into a gradient of FGF8 ligand. Over time, the group of cells experiences less FGF and WNT signalling, so that the 
determination front position moves posteriorly with elongation of the body axis. c | Clock topologies. Oscillations are 
thought to arise through delayed negative-feedback loops. Three main signalling pathways were shown to oscillate in 
mouse embryos: Notch, WNT and fibroblast growth factor (FGF). Binding of the WNT ligand to its receptor results in 
β-catenin (β‑cat)‑mediated target gene transcription. AXIN2 and Dickkopf‑related protein 1 (DKK1) are negative‑feedback 
inhibitors of this pathway and are periodically expressed in the PSM. The binding of FGF ligands to their cognate receptor 
results in activation of the ERK pathway. Phosphorylated ERK (pERK) activates dual specificity protein phosphatase 4 
(Dusp4), Dusp6 and Sprouty 2 (Spry2), which are known negative‑feedback inhibitors of the FGF pathway that are expressed 
rhythmically. The Notch targets lunatic fringe (Lfng) and Notch‑regulated ankyrin repeat protein (Nrarp) contribute to the 
rhythmic production of the transcriptional effector Notch intracellular domain (NICD).The mouse oscillators interact and 
entrain each other. Hairy and enhancer of split 7 (HES7) is activated by the FGF–phosphorylated ERK pathway posteriorly in 
the PSM and by NICD more anteriorly, and represses the FGF–ERK pathway and Notch inhibitors, as well as its own 
expression. By contrast, in zebrafish, oscillations are mainly controlled by the availability and activities of Hes/Hes‑related 
(Her) factors. F|| Clock‑and‑wavefront model. Two inputs control the activation of the segmental programme: the 
segmentation clock (in orange) and the wavefront (in blue). The clock moves along the PSM and triggers the segmental 
determination of cells (pink) that are passed by the wavefront during the previous cycle. DLL1, Delta‑like 1.
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Figure 2 | The clock-and-wavefront model. a | The segmentation clock. The segmentation clock comprises a set of 
oscillatory activities, such as gene expression and signalling pathways (orange). These periodic activities control the 
determination of new segments. The synchronization of cellular oscillators and their slowing down along the presomitic 
mesoderm (PSM) creates the visual impression of a travelling wave that progressively sharpens as it moves anteriorly along 
the PSM. However, this travelling wave is not caused by cell movements because the progression of the wave is faster 
than the movement of a group of cells (square). b | Gradient formation. The FGF8 gradient (and presumably the FGF4 
and WNT3A gradients) is formed by an RNA decay mechanism: mRNAs are only produced in the tail bud and are then 
progressively degraded in the PSM. As a group of cells (square) becomes located more anteriorly in the PSM owing to 
posterior elongation movements, the amount of Fgf8 mRNA decreases, which creates a gradient of mRNA (in blue) that is 
translated into a gradient of FGF8 ligand. Over time, the group of cells experiences less FGF and WNT signalling, so that the 
determination front position moves posteriorly with elongation of the body axis. c | Clock topologies. Oscillations are 
thought to arise through delayed negative-feedback loops. Three main signalling pathways were shown to oscillate in 
mouse embryos: Notch, WNT and fibroblast growth factor (FGF). Binding of the WNT ligand to its receptor results in 
β-catenin (β‑cat)‑mediated target gene transcription. AXIN2 and Dickkopf‑related protein 1 (DKK1) are negative‑feedback 
inhibitors of this pathway and are periodically expressed in the PSM. The binding of FGF ligands to their cognate receptor 
results in activation of the ERK pathway. Phosphorylated ERK (pERK) activates dual specificity protein phosphatase 4 
(Dusp4), Dusp6 and Sprouty 2 (Spry2), which are known negative‑feedback inhibitors of the FGF pathway that are expressed 
rhythmically. The Notch targets lunatic fringe (Lfng) and Notch‑regulated ankyrin repeat protein (Nrarp) contribute to the 
rhythmic production of the transcriptional effector Notch intracellular domain (NICD).The mouse oscillators interact and 
entrain each other. Hairy and enhancer of split 7 (HES7) is activated by the FGF–phosphorylated ERK pathway posteriorly in 
the PSM and by NICD more anteriorly, and represses the FGF–ERK pathway and Notch inhibitors, as well as its own 
expression. By contrast, in zebrafish, oscillations are mainly controlled by the availability and activities of Hes/Hes‑related 
(Her) factors. F|| Clock‑and‑wavefront model. Two inputs control the activation of the segmental programme: the 
segmentation clock (in orange) and the wavefront (in blue). The clock moves along the PSM and triggers the segmental 
determination of cells (pink) that are passed by the wavefront during the previous cycle. DLL1, Delta‑like 1.
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• 3 signalling pathways show oscillatory signalling dynamics - zebrafish

The segmentation clock -cycling genes

E. Delaune et al, and S. Amacher. Developmental Cell 23, 995–1005 (2012)

• A segmentation clock is also associated 
with segmentation of the mesoderm in 
zebrafish embryos. 

• Notch and Fgf signalling are oscillatory 
• Oscillations are believed to require a 

Her1 transcriptional core network. 
• Direct observation of Her1YFP 

expression dynamics reveals 
synchronous oscillations

time points, we obtained a total of 2,935–19,180 comparisons
per embryo, all of which were plotted onto a histogram (Figures
3J–3M). In wild-type embryos (Figure 3J), there is a strong bias
toward little or no phase shift (phase shift close to zero), with
very few neighbors being in antiphase (phase shift close to p).
A small proportion of desynchronized (antiphase) cells are
expected, for example at segment borders in the anterior PSM.
By contrast, Notch pathway mutants were desynchronized
(Figures 3K–3M). Together, these data directly demonstrate
that PSM cells cycle asynchronously in the absence of
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Figure 3. Notch Signaling Is Required for
Synchronous Oscillation in Neighboring
PSM Cells
(A–D) Reporter expression in six to seven neighbor

cells tracked through time in wild-type (A0 and A00),

bea (B), aei (C), and des (D) embryos heterozygous

for the Tg(her1:her1-Venus) transgene. Dashed

gray lines in A0 and A00 indicate the time of somite

boundary formation. The schematic drawing in (A)

represents a lateral view of the PSM in a wild-type

embryo (anterior to the right), showing newly

formed (S1 and S2) and presumptive (S-2, S-1,

and S0) somites.

(E–I) Pseudo-coloration of cells based on the

oscillation phase (E) at a single time point in wild-

type (F), bea (G), aei (H), or des (I) mutant embryos.

(J–M) Histograms of phase shift between all

tracked neighbor cells at all time points for wild-

type (J), bea (K), aei (L), and des (M) mutant

embryos. Phase-shift distributions for three

separate embryos (black, gray, and beige bars) are

shown. A two-sample t test of wild-type embryos

with each mutant indicates significant differences

(two-tailed t test, a = 0.05): WT versus aei (t =

40.02, p < 10!5), WT versus bea (t = 55.68, p <

10!5), and WT versus des (t = 53.13, p < 10!5).

See also Figure S4 and Movies S2 and S3.

Notch signaling, providing critical support
for the role of Notch signaling in the
maintenance of neighbor-cell oscillation
synchrony.

Most Dividing Cells Undergo
Temporary Disruptions in
Oscillation Synchrony
Synchrony maintenance in a group of
molecular oscillators has been proposed
to be essential for counteracting biolog-
ical noise (Horikawa et al., 2006; Lewis,
2003; Masamizu et al., 2006; Riedel-
Kruse et al., 2007). Mitosis has been
proposed to be a significant source of
noise in oscillating systems (Horikawa
et al., 2006; Zhang et al., 2008). Using
our segmentation clock reporter, we
examined oscillations in sibling cells after
mitosis, relative to each other and their
neighbors in real time (Figures 4A and
4B). During division, some cells maintain

surprisingly synchronous oscillations with neighbors throughout
mitosis (Figures 4A and 4C; 20% of mitotic events). However,
most cells become delayed relative to neighbors following
mitosis (Figures 4B and 4C; 60% of mitotic events), or tempo-
rarily display erratic oscillations or no cycling (Figure 4C; 20%
of mitotic events), which is entirely consistent with the idea of
mitosis-induced noise. Measuring synchrony of cells with their
neighbors at different times after mitosis shows that the propor-
tion of daughter cells that oscillate in synchrony with their envi-
ronment increases over time, as anticipated from the existence

Developmental Cell

Single-Cell Imaging of Segmentation Clock Dynamics
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per embryo, all of which were plotted onto a histogram (Figures
3J–3M). In wild-type embryos (Figure 3J), there is a strong bias
toward little or no phase shift (phase shift close to zero), with
very few neighbors being in antiphase (phase shift close to p).
A small proportion of desynchronized (antiphase) cells are
expected, for example at segment borders in the anterior PSM.
By contrast, Notch pathway mutants were desynchronized
(Figures 3K–3M). Together, these data directly demonstrate
that PSM cells cycle asynchronously in the absence of
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for the Tg(her1:her1-Venus) transgene. Dashed
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represents a lateral view of the PSM in a wild-type

embryo (anterior to the right), showing newly

formed (S1 and S2) and presumptive (S-2, S-1,

and S0) somites.

(E–I) Pseudo-coloration of cells based on the

oscillation phase (E) at a single time point in wild-

type (F), bea (G), aei (H), or des (I) mutant embryos.

(J–M) Histograms of phase shift between all

tracked neighbor cells at all time points for wild-

type (J), bea (K), aei (L), and des (M) mutant

embryos. Phase-shift distributions for three

separate embryos (black, gray, and beige bars) are

shown. A two-sample t test of wild-type embryos

with each mutant indicates significant differences

(two-tailed t test, a = 0.05): WT versus aei (t =

40.02, p < 10!5), WT versus bea (t = 55.68, p <

10!5), and WT versus des (t = 53.13, p < 10!5).

See also Figure S4 and Movies S2 and S3.

Notch signaling, providing critical support
for the role of Notch signaling in the
maintenance of neighbor-cell oscillation
synchrony.

Most Dividing Cells Undergo
Temporary Disruptions in
Oscillation Synchrony
Synchrony maintenance in a group of
molecular oscillators has been proposed
to be essential for counteracting biolog-
ical noise (Horikawa et al., 2006; Lewis,
2003; Masamizu et al., 2006; Riedel-
Kruse et al., 2007). Mitosis has been
proposed to be a significant source of
noise in oscillating systems (Horikawa
et al., 2006; Zhang et al., 2008). Using
our segmentation clock reporter, we
examined oscillations in sibling cells after
mitosis, relative to each other and their
neighbors in real time (Figures 4A and
4B). During division, some cells maintain

surprisingly synchronous oscillations with neighbors throughout
mitosis (Figures 4A and 4C; 20% of mitotic events). However,
most cells become delayed relative to neighbors following
mitosis (Figures 4B and 4C; 60% of mitotic events), or tempo-
rarily display erratic oscillations or no cycling (Figure 4C; 20%
of mitotic events), which is entirely consistent with the idea of
mitosis-induced noise. Measuring synchrony of cells with their
neighbors at different times after mitosis shows that the propor-
tion of daughter cells that oscillate in synchrony with their envi-
ronment increases over time, as anticipated from the existence
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Figure 1. Zebrafish segmentation clock cells oscillate autonomously in culture. (A) Confocal section through the

tailbud of a Looping zebrafish embryo in dorsal view where the dotted line indicates the anterior limit of tissue

removed. Nuclei are shown in red and YFP expression in green. Scale bar = 50 mm. Kupffer’s vesicle (Kv),

notochord (Nc), presomitic mesoderm (PSM), tailbud (Tb). (B) A representative 40x transmitted light field with

dispersed low-density Looping tailbud-derived cells. Individual cells highlighted with black arrowheads; green

arrowhead shows cell with green time series in (D). Scale bar = 10 mm. Pie chart: More than half of the in vitro

population of Looping tailbud cells (n = 321 out of 547 cells combined from 4 independent culture replicates as

described in Materials and methods) expresses the Her1-YFP reporter. Some expressing cells are disqualified

because they move out of the field of view (4%), touch other cells by colliding in the field of view (12%) or

following division (2%) for a total of 14%, or do not survive until the end of the 10-hr recording (7%). (C) Montage

of timelapse images (transmitted light, top; YFP, bottom) of a single tailbud cell (green arrowhead in panel B) over

10-hr recording. Scale bar = 10 mm. (D) YFP signal intensity (arbitrary units) measured by tracking a regions of

interest over 3 single tailbud cells (green trace follows cell marked by green arrowhead in B, gray traces are two

additional cells from culture). Plotted in 2-min intervals. (E) Plot of Her1-YFP (black) and H2A-mCherry (red) signal

Figure 1 continued on next page
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Oscillations in isolated cells in vitro

A.B. Webb et al. and A.C. Oates eLife 2016;5:e08438.

• Dissociated cells from the PSM are oscillatory in vitro

Her1-VenusYFP 

• Oscillations are believed to require a Her1 
transcriptional core network. 

• Oscillations in dissociated cells are not regular 
in period and amplitude. 
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Yap-dependent mechanical signal acts as a control 
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Single cell oscillator: Autoinhibition with a delay

The Zebrafish Somitogenesis Oscillator
1401

functional protein molecule. The equations 1 are easily
modified to take account of these delays:

dp(t)
dt

! am(t " Tp) " bp(t)
,

dm(t)
dt

! f(p(t "Tm)) " cm(t) (2A)

where the time dependencies of the variables are now
shown explicitly.

Delay differential equations such as these cannot be
solved analytically, but they are easily solved numeri-
cally for any given choice of parameters. Oscillations
occur easily and robustly provided certain simple condi-
tions are satisfied. In the discussion below, it will be
assumed that

f(p) !
k

1 # p2/p0
2

, (2B)

which represents the action of the inhibitory protein as
a dimer; however, the behavior is qualitatively similar
for other cases, such as f(p ) ! k/(1 # pn/p0

n) for n $ 1.

The Period of Oscillation Is Determined
by the Sum of the Transcriptional
and Translational Delays
The behavior is easiest to analyze in the limit in which
the lifetimes of the mRNA and protein are very short
compared with the total delay time T ! Tm # Tp. Oscilla-

(B) Molecular control circuitry for a pair of coregulated genes, her1
and her7, whose protein products combine as a heterodimer to
inhibit her1 and her7 expression.
(C–E) Computed behavior of system (A), showing the number of
her1 mRNA molecules per cell in red and of Her1 protein molecules
in blue. Drastic changes in the rate constant for protein (or mRNA)
synthesis (such as might be produced by partially blocking transla-
tion with cycloheximide) cause little or no change in the period of
oscillation, though beyond a certain critical severity they may con-
vert the sustained oscillation into a damped oscillation. The results
are computed for parameter values appropriate to a her1 homodimer
oscillator (as specified in the text) and show outcomes for three
different values of a, the number of protein molecules synthesized
per mRNA molecule per minute. Results are similar for a her7 homo-
dimer oscillator and for the her1/her7 heterodimer oscillator shown
in (B). The protein and the mRNA are assumed absent initially, with
the gene becoming abruptly available for transcription at time 0.
Thereafter, the amounts of protein and mRNA are assumed to
change according to the equations 2 in the text. In general, for
sustained oscillations, three conditions must be satisfied: (i) ak/bc $
2 p0; (ii) b % 1.7/T; and (iii) c % 1.7/T, where T ! Tm # Tp. The period
of oscillation is then given to a good approximation (within !15%)
by the formula 2(T # 1/b # 1/c ).
(F–H) Computed behavior of system (A) when the stochastic nature
of the control of gene expression is taken into account. Results are
shown for the case in which the repressor protein dissociates from
its binding site on the DNA with a rate constant koff ! 1 min"1,
corresponding to a mean lifetime of 1 min for the repressor bound
state. Other parameters are set to be the same as in (C)–(E). Note
that oscillation now continues with high amplitude, though noisily,
even under conditions in which the deterministic model predicts
that oscillation will be damped (compare [H] with [E]). With lower

Figure 3. A Cell-Autonomous Gene Expression Oscillator: Effects values of koff, corresponding to longer lifetime for the repressor
of Partial Blockade of Translation and Effects of Noise bound state, this phenomenon is even more pronounced.
(A) Molecular control circuitry for a single gene, her1, whose protein For details of the computation and proofs of the analytical results,
product acts as a homodimer to inhibit her1 expression. see the Supplemental Data.
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Lewis, J. Curr. Biol. 13, 1398–1408 (2003).

• Oscillations are independent of Notch 
signalling. 

• Oscillations are observed in isolated cells. 
• Oscillations are believed to require a Her1 

transcriptional core network.

• Model of single cell oscillator based on 
delayed auto inhibition (negative feedback). 
J. Lewis. 

• The delay may emerge from production of 
the Her1 mRNA and protein.  

• The dynamics of mRNA m(t) depends on 
protein concentration at t-delay.

• Sustained oscillations require production rate of protein 
beyond a critical value p0 (for negative FB to manifest). 
Or else, damped oscillations due to degradation. 

• Facts:
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Oscillator coupling during segmentation

time points, we obtained a total of 2,935–19,180 comparisons
per embryo, all of which were plotted onto a histogram (Figures
3J–3M). In wild-type embryos (Figure 3J), there is a strong bias
toward little or no phase shift (phase shift close to zero), with
very few neighbors being in antiphase (phase shift close to p).
A small proportion of desynchronized (antiphase) cells are
expected, for example at segment borders in the anterior PSM.
By contrast, Notch pathway mutants were desynchronized
(Figures 3K–3M). Together, these data directly demonstrate
that PSM cells cycle asynchronously in the absence of
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Figure 3. Notch Signaling Is Required for
Synchronous Oscillation in Neighboring
PSM Cells
(A–D) Reporter expression in six to seven neighbor

cells tracked through time in wild-type (A0 and A00),

bea (B), aei (C), and des (D) embryos heterozygous

for the Tg(her1:her1-Venus) transgene. Dashed

gray lines in A0 and A00 indicate the time of somite

boundary formation. The schematic drawing in (A)

represents a lateral view of the PSM in a wild-type

embryo (anterior to the right), showing newly

formed (S1 and S2) and presumptive (S-2, S-1,

and S0) somites.

(E–I) Pseudo-coloration of cells based on the

oscillation phase (E) at a single time point in wild-

type (F), bea (G), aei (H), or des (I) mutant embryos.

(J–M) Histograms of phase shift between all

tracked neighbor cells at all time points for wild-

type (J), bea (K), aei (L), and des (M) mutant

embryos. Phase-shift distributions for three

separate embryos (black, gray, and beige bars) are

shown. A two-sample t test of wild-type embryos

with each mutant indicates significant differences

(two-tailed t test, a = 0.05): WT versus aei (t =

40.02, p < 10!5), WT versus bea (t = 55.68, p <

10!5), and WT versus des (t = 53.13, p < 10!5).

See also Figure S4 and Movies S2 and S3.

Notch signaling, providing critical support
for the role of Notch signaling in the
maintenance of neighbor-cell oscillation
synchrony.

Most Dividing Cells Undergo
Temporary Disruptions in
Oscillation Synchrony
Synchrony maintenance in a group of
molecular oscillators has been proposed
to be essential for counteracting biolog-
ical noise (Horikawa et al., 2006; Lewis,
2003; Masamizu et al., 2006; Riedel-
Kruse et al., 2007). Mitosis has been
proposed to be a significant source of
noise in oscillating systems (Horikawa
et al., 2006; Zhang et al., 2008). Using
our segmentation clock reporter, we
examined oscillations in sibling cells after
mitosis, relative to each other and their
neighbors in real time (Figures 4A and
4B). During division, some cells maintain

surprisingly synchronous oscillations with neighbors throughout
mitosis (Figures 4A and 4C; 20% of mitotic events). However,
most cells become delayed relative to neighbors following
mitosis (Figures 4B and 4C; 60% of mitotic events), or tempo-
rarily display erratic oscillations or no cycling (Figure 4C; 20%
of mitotic events), which is entirely consistent with the idea of
mitosis-induced noise. Measuring synchrony of cells with their
neighbors at different times after mitosis shows that the propor-
tion of daughter cells that oscillate in synchrony with their envi-
ronment increases over time, as anticipated from the existence
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time points, we obtained a total of 2,935–19,180 comparisons
per embryo, all of which were plotted onto a histogram (Figures
3J–3M). In wild-type embryos (Figure 3J), there is a strong bias
toward little or no phase shift (phase shift close to zero), with
very few neighbors being in antiphase (phase shift close to p).
A small proportion of desynchronized (antiphase) cells are
expected, for example at segment borders in the anterior PSM.
By contrast, Notch pathway mutants were desynchronized
(Figures 3K–3M). Together, these data directly demonstrate
that PSM cells cycle asynchronously in the absence of
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Notch signaling, providing critical support
for the role of Notch signaling in the
maintenance of neighbor-cell oscillation
synchrony.

Most Dividing Cells Undergo
Temporary Disruptions in
Oscillation Synchrony
Synchrony maintenance in a group of
molecular oscillators has been proposed
to be essential for counteracting biolog-
ical noise (Horikawa et al., 2006; Lewis,
2003; Masamizu et al., 2006; Riedel-
Kruse et al., 2007). Mitosis has been
proposed to be a significant source of
noise in oscillating systems (Horikawa
et al., 2006; Zhang et al., 2008). Using
our segmentation clock reporter, we
examined oscillations in sibling cells after
mitosis, relative to each other and their
neighbors in real time (Figures 4A and
4B). During division, some cells maintain

surprisingly synchronous oscillations with neighbors throughout
mitosis (Figures 4A and 4C; 20% of mitotic events). However,
most cells become delayed relative to neighbors following
mitosis (Figures 4B and 4C; 60% of mitotic events), or tempo-
rarily display erratic oscillations or no cycling (Figure 4C; 20%
of mitotic events), which is entirely consistent with the idea of
mitosis-induced noise. Measuring synchrony of cells with their
neighbors at different times after mitosis shows that the propor-
tion of daughter cells that oscillate in synchrony with their envi-
ronment increases over time, as anticipated from the existence
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• Single cell oscillations are synchronous in 
the presomitic mesoderm. 

• Emergence of a phase gradient along the 
PSM.  

• In conditions that reduce Notch signalling, 
cells still oscillate in the PSM, but cells are 
out of phase.  

• Notch is not required for single cell 
oscillations but for coupling of individual 
oscillators. 
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3G), the noisy system still oscillates with the same mean
period as the deterministic system, but with more ran-
dom variation in the amplitude and shape of the individ-
ual peaks and in the spacing between them.

Third, when protein synthesis is attenuated severely
(Figure 3H), to the point where the deterministic system
shows only damped oscillation, the noisy system does
not tend to a steady state, but shows persistent strong
fluctuations in the level of mRNA. A large random fluctu-
ation can initiate a damped train of oscillations; although
these are noisy, they still show the standard periodicity.
Thus, oscillation continues but is episodic, with periods
of regularity and high amplitude separated by intervals
of more random fluctuation. In fact, when koff is made
smaller, intensifying stochastic effects, the behavior ap-
proximates still more closely to sustained oscillation.
Far from disrupting oscillation, noise helps it to occur.

Conversely, the larger we make koff, the smaller the
stochastic effects become, until for koff ! 10 min"1, the
behavior approximates that of the deterministic system.
Thus, according to the dissociation rate of the repressor
protein from its DNA binding site, the same mutation
may lead to oscillations that are simply damped, or to
oscillations that continue with substantial amplitude but
reduced regularity.

Zebrafish with mutations in the Notch pathway [5] or
injected with anti-her1 or anti-her7 morpholinos ([8], and
B. Aerne, personal communication) presumably corre-
spond to the latter case, with oscillation continuing nois-
ily. In these embryos, it is not surprising that synchrony
between neighbors is lost: there is not only a defect in
the production of proteins needed for cell-cell communi-
cation, but also an increased tendency for the cells to Figure 4. Notch Signaling Can Synchronize Oscillations in Two Ad-
be erratic in their individual rhythms. jacent Cells

(A) The molecular circuitry: the two cells are assumed to contain
her1/her7 heterodimer oscillators, but with a 10% difference in their
values of Tm # Tp, corresponding to different free-running oscillationDelta-Notch Communication Can Synchronize
periods. The oscillators are coupled via Notch signaling.her1/her7 Oscillations in Adjacent Cells
(B) The computed behavior with no Notch-mediated cell-cell com-If the clock-and-wavefront mechanism is to guide regu-
munication. The cells drift in and out of synchrony.lar somite segmentation, neighboring PSM cells must (C) Notch signaling active, with a signaling delay of TN $ 36 min.

oscillate in synchrony. It is easy to extend the basic The rate of her1/her7 transcription is assumed to be determined by
single-cell oscillator model to show how, through Notch the product of an increasing function of the amount of Delta-Notch

activity and a decreasing function of the amount of Her1/Her7 pro-signaling mechanisms that are known to operate in the
tein dimers. The cells oscillate synchronously, with a period that isPSM, synchronization can be achieved (Figure 4).
an average of their free-running periods.For simplicity, let us disregard stochastic effects and
(D) Notch signaling active, but with a delay of TN $ 56 min. The cellsconsider two adjacent PSM cells with slightly different now oscillate asynchronously.

free-running oscillation periods, so that in the absence See the Supplemental Data for full details.
of cell-cell communication their cycles will drift in and
out of synchrony (Figure 4B). To model the effect of
Notch-mediated communication, note first of all that in of Notch activation in each cell according to the level

of DeltaC in its neighbor. Activation of Notch stimulatesthe normal zebrafish, levels of mRNA coding for the
Notch ligand DeltaC oscillate very nearly in phase with expression of her1 and her7 [8, 10]. We may thus sup-

pose that the transcription of her1 and her7 is governedthe oscillations of her1 and her7 mRNA ([8]; L. Smithers
and J.L., unpublished data). It is reasonable to hypothe- by the product of two oscillatory influences: positive

regulation by activated Notch and inhibition by Her1/size, therefore, that deltaC expression is regulated in
parallel with expression of her1 and her7 by Her1/Her7 Her7. Figure 4A shows the proposed control scheme;

while it is speculative in some respects, and has diffi-protein acting directly on the deltaC promoter, and that
the mRNA and protein lifetimes are short for deltaC, as culty explaining some of the results of mRNA injection

experiments [10], it seems the simplest way to representthey are for her1 and her7, so that DeltaC protein levels
will oscillate. (The effective DeltaC protein lifetime is the main experimental facts. Full details of the corre-

sponding system of equations for the two interactingexpected to be short, since Delta proteins delivered to
the cell surface are rapidly endocytosed and degraded cells are given as Supplemental Data, together with the

Mathematica program used to compute the behavior.[32]). DeltaC oscillation will cause oscillation in the level

Oscillator coupling during segmentation

Lewis, J. Curr. Biol. 13, 1398–1408 (2003)
Jiang, Y. J. et al. and J. Lewis. Nature 408, 475–479 (2000)

• Notch is not required for single cell oscillations but 
for coupling of individual oscillators. 

• Model of coupled oscillators: J. Lewis 
• The synchronisation of 2 neighbouring cells require 

a specific time delay. This delay is associated with 
production of eg. Delta ligand mRNA, protein, 
export to the cell surface, activation of Notch in 
neighbouring cell.  

See earlier also: Winfree AT. J Theor Biol ;16:15–42 (1967)

• Activation of Her1 depends on delayed 
negative FB (intrinsic oscillator) and on Notch 
positive input via coupling. Depending on the 
length of the delayed coupling TN, 
synchronisation may or may not be possible. 
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somite boundary morphology suggest an additional, g-secre-
tase inhibitor-insensitive role for bea/deltaC in somite
boundary formation downstream of the segmentation clock.

We detected no change in general developmental rate and
tissue differentiation (Figure S1) or in embryonic axial elonga-
tion rate (Figure S2) in the Delta-Notchmutant or DAPT-treated
embryos, consistentwith previous studies [31, 34]. This argues
against general slowing of development as an explanation for
increased somitogenesis period. Fibroblast growth factor
(FGF), Wnt, and retinoic acid (RA) signaling are required for
aspects of vertebrate somitogenesis but are not implicated
in coupling, as reviewed in [35]. We measured somitogenesis
period in acerebellar (ace/fgf8), masterblind (mbl/axin1), and

Cell A

Cell B

Delta

Notch

Mib

DAPT

20

22

24

26

28

)ni
m( doirep sisenegoti

mos

wt mib

**

2 3 4 5 6 7 8
0

40

80

120

160

wt
mib

)ni
m( e

mit

formed somites

80

100

120

140

160

%
 c

on
tro

l p
er

io
d

wt

ae
i/d

elt
aD wt

de
s/n

otc
h1

a

DMSO

sa
t. D

APT wt
mib

wt +
 he

t

ac
e/f

gf8

wt +
 he

t

mbl/
ax

in1

wt +
 he

t
no

f/ra
ldh

2

**

** ** **

A B

C

E

D

Figure 2. Somitogenesis Period Increases after Reduc-
tion in Delta-Notch Coupling

(A) Delta-Notch coupling between two oscillating PSM
cells. Delta is the ligand for the Notch receptor, which
can be inhibited via the small molecule DAPT. Mib is
a ubiquitin ligase required for Delta trafficking and activa-
tion.
(B) Time-lapse movies of wild-type (wt) and mib
embryos. Bars indicate formed somite boundaries;
arrowheads indicate forming boundaries. Dorsal view is
anterior to top. The scale bar represents 50 mm.
(C) Time versus somite number plot for (B). Linear fits of
data (R2 [wt and mib] = 0.999) yield somitogenesis
periods of 20.5 min (wt) and 25.0 min (mib).
(D) Distribution of somitogenesis periods in the experi-
ment from which (B) and (C) were taken (n [wt] = 12,
n [mib] = 11). Blue bars indicate mean somitogenesis
period. Temperature = 28.2 6 0.1!C.
(E) Box-and-whisker plots of somitogenesis period:
n R 37 total embryos, more than six independent trials
per experimental condition, except ace/fgf8, mbl/axin1,
and nof/raldh2, for which nR 16 total embryos, two inde-
pendent trials per experimental condition. het denotes
heterozygote. **p < 0.001, Student’s t test. Figures S1
and S2 show that general developmental rate is unaf-
fected in the conditions with slower period. The central
box covers the interquartile range with the mean indi-
cated by the small square and the median by the line
within the box. The whiskers extend to the 5th and 95th

percentiles, and small bars depict the most extreme
values.

no fin (nof/raldh2) mutants, which affect the
FGF, Wnt, and RA pathways, respectively,
and detected no change (Figure 2E). Although
not excluding roles for these pathways in
period setting, these results indicate that
increased somitogenesis period is not
a general consequence of defective intercel-
lular PSM signaling pathways. We conclude
that Delta-Notch coupling regulates somito-
genesis period.

Segment Length Is Increased by Reduction
of Delta-Notch Coupling
Segment length in the elongating embryo is
thought to be determined by interaction of
the segmentation clock and a posteriorly
moving wavefront of rapid cell change that
arrests oscillations at the anterior end of the
PSM [26, 27, 35]. In this Clock and Wavefront
model, if the segmentation clock’s rhythm is

translated directly into spatial periodicity, then the resulting
segment length is given by S = vTC, with segment length S,
arrest front velocity v, and the segmentation clock’s collective
period TC [12, 17, 20–22, 26–28]. Embryonic axial elongation
rate and the posterior border of the mespb gene expression
domain, which we use to define the arrest front location within
the PSM [36], were not significantly different between control
and Delta-Notch impaired embryos throughout the time of
interest (Figure S3, Movies S4 and S5), showing that arrest
front velocity was unchanged. Consequently, with an
increased segmentation clock period, we expect longer
segments. Anterior-posterior length of somites 2–5 was
increased in live mib, aei/deltaD, and DAPT-treated embryos
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Oscillator coupling during segmentation

• Model of coupled oscillators: F. Jülicher. 
• Delayed coupling is expected to modify the 

collective period of oscillation. 

• Experimental observation of increased 
period in conditions where Notch signalling 
is reduced consistent with the model. 

L. Herrgen et al., F. Jülicher and A. Oates Current Biology 20, 1244–1253 (2010)

(2) a correspondingly altered segment length due to the
change in period [12, 17, 20–22, 26–28], and (3) corresponding
changes to the expression pattern wavelength of oscillating
genes in the PSM [20] (Figure 1C; Movie S1, available online).
In addition, the delayed coupling theory predicts that there
are values of the coupling delay for which a dynamic instability
occurs [20], destabilizing the spatial patterns of gene expres-
sion. In this work we experimentally confirm these predictions
and use the delayed coupling theory to estimate from our data
the period of the autonomous oscillations, the coupling
strength, and the time delay in the coupling. Together, these
findings show that the segmentation clock’s collective period
is regulated by the Delta-Notch pathway and support a role for
delayed coupling in setting the collective period of biological
clocks.

Results

Somitogenesis Period Is Increased by Reduction
of Delta-Notch Coupling
An altered segmentation clock period is expected to alter the
period of somitogenesis. To test whether reduced Delta-Notch
couplingalters theperiodof somitogenesis,weanalyzedcondi-
tions affecting this signaling pathway. These were mutants for
the Delta ligands after eight (aei/deltaD) and beamter (bea/

deltaC), the Notch receptor deadly seven (des/notch1a), and
the E3 ubiquitin ligase mind bomb (mib) involved in Delta traf-
ficking, as well as embryos treated with DAPT, a g-secretase
inhibitor that attenuates Notch receptor function [10, 13]
(Figure 2A, Experimental Procedures). Somitogenesis period
wasmeasured in live embryos viaour high-precision time-lapse
microscopy protocol [14, 29]. Somitogenesis period was
increased to 119% 6 2% (mean 6 95% confidence interval
[CI]) in mib (Figures 2B–2E; Movies S2 and S3), to 123% 6 4%
in aei/deltaD, and to 107% 6 3% in des/notch1a embryos
(Figure2E)ascompared to theirwild-typesiblings.The increase
was constant until, as the result of a loss of synchrony, intact
somite boundaries no longer formed (Figure 2C) [13, 15]. Block-
ing Notch signaling with saturating DAPT concentrations (R40
mM) [13] increased somitogenesis period to 118% 6 1% of
control (Figure 2E), indicating that the smaller change in des/-
notch1a is probably due to Notch receptor redundancy [13].
The morphology of the forming anterior somite boundaries

in bea/deltaC embryos is less regular than with DAPT treat-
ment and in the other Delta-Notch mutants [30, 31], and this
prevented precise measurement of somitogenesis period in
our assay. Although bea/deltaC and DAPT treatment yield
the same desynchronization phenotype, indicating an
equivalent quantitative contribution to coupling within the
clock [13, 32, 33], the combined observations on anterior
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Figure 1. Theoretical Description of Collective and Spatial Properties of Oscillators in the Segmentation Clock

(A) Delayed coupling can alter collective period. Uncoupled oscillators with random phase and unimodal symmetric distribution of autonomous periods TA1,
TA2, . (blue line) with average period TA. Synchronization by instantaneous weak coupling (green arrows) results in a collective period TC = TA. Synchro-
nization by delayed coupling (red arrows) can result in TC different to TA. Shortening or lengthening of TC relative to TA is possible depending on the value of
the delay.
(B) The delayed coupling theory describes the segmentation clock as an array of coupled phase oscillators [20]. The key features are (1) a posterior front
describing embryonic elongation with velocity v, comoving with a front that arrests oscillations on the anterior side of the PSM; (2) local coupling of oscil-
lators, with strength 3, accounting for Delta-Notch intercellular coupling; (3) a time delay t in coupling, due to synthesis and trafficking of molecules;
(4) a frequency profile ui(t) across the PSM accounting for the slowing of cellular oscillators as they approach the arrest front, characterized by decay
length r and the period of the fastest autonomous oscillators TA, located in the posterior PSM.
(C) Snapshot fromMovie S1 generated with the analytical solution to the delayed coupling theory continuum approximation with experimentally determined
parameters from this work, predicting that loss of coupling results in increased segment length and wavelength of the oscillatory pattern.
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somite boundary morphology suggest an additional, g-secre-
tase inhibitor-insensitive role for bea/deltaC in somite
boundary formation downstream of the segmentation clock.

We detected no change in general developmental rate and
tissue differentiation (Figure S1) or in embryonic axial elonga-
tion rate (Figure S2) in the Delta-Notchmutant or DAPT-treated
embryos, consistentwith previous studies [31, 34]. This argues
against general slowing of development as an explanation for
increased somitogenesis period. Fibroblast growth factor
(FGF), Wnt, and retinoic acid (RA) signaling are required for
aspects of vertebrate somitogenesis but are not implicated
in coupling, as reviewed in [35]. We measured somitogenesis
period in acerebellar (ace/fgf8), masterblind (mbl/axin1), and
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Figure 2. Somitogenesis Period Increases after Reduc-
tion in Delta-Notch Coupling

(A) Delta-Notch coupling between two oscillating PSM
cells. Delta is the ligand for the Notch receptor, which
can be inhibited via the small molecule DAPT. Mib is
a ubiquitin ligase required for Delta trafficking and activa-
tion.
(B) Time-lapse movies of wild-type (wt) and mib
embryos. Bars indicate formed somite boundaries;
arrowheads indicate forming boundaries. Dorsal view is
anterior to top. The scale bar represents 50 mm.
(C) Time versus somite number plot for (B). Linear fits of
data (R2 [wt and mib] = 0.999) yield somitogenesis
periods of 20.5 min (wt) and 25.0 min (mib).
(D) Distribution of somitogenesis periods in the experi-
ment from which (B) and (C) were taken (n [wt] = 12,
n [mib] = 11). Blue bars indicate mean somitogenesis
period. Temperature = 28.2 6 0.1!C.
(E) Box-and-whisker plots of somitogenesis period:
n R 37 total embryos, more than six independent trials
per experimental condition, except ace/fgf8, mbl/axin1,
and nof/raldh2, for which nR 16 total embryos, two inde-
pendent trials per experimental condition. het denotes
heterozygote. **p < 0.001, Student’s t test. Figures S1
and S2 show that general developmental rate is unaf-
fected in the conditions with slower period. The central
box covers the interquartile range with the mean indi-
cated by the small square and the median by the line
within the box. The whiskers extend to the 5th and 95th

percentiles, and small bars depict the most extreme
values.

no fin (nof/raldh2) mutants, which affect the
FGF, Wnt, and RA pathways, respectively,
and detected no change (Figure 2E). Although
not excluding roles for these pathways in
period setting, these results indicate that
increased somitogenesis period is not
a general consequence of defective intercel-
lular PSM signaling pathways. We conclude
that Delta-Notch coupling regulates somito-
genesis period.

Segment Length Is Increased by Reduction
of Delta-Notch Coupling
Segment length in the elongating embryo is
thought to be determined by interaction of
the segmentation clock and a posteriorly
moving wavefront of rapid cell change that
arrests oscillations at the anterior end of the
PSM [26, 27, 35]. In this Clock and Wavefront
model, if the segmentation clock’s rhythm is

translated directly into spatial periodicity, then the resulting
segment length is given by S = vTC, with segment length S,
arrest front velocity v, and the segmentation clock’s collective
period TC [12, 17, 20–22, 26–28]. Embryonic axial elongation
rate and the posterior border of the mespb gene expression
domain, which we use to define the arrest front location within
the PSM [36], were not significantly different between control
and Delta-Notch impaired embryos throughout the time of
interest (Figure S3, Movies S4 and S5), showing that arrest
front velocity was unchanged. Consequently, with an
increased segmentation clock period, we expect longer
segments. Anterior-posterior length of somites 2–5 was
increased in live mib, aei/deltaD, and DAPT-treated embryos

Current Biology Vol 20 No 14
1246



56
Thomas LECUIT   2024-2025

From time encoding to space decoding
J. theor. Biol. (1976) 58, 455-476 

A Clock and Wavefront Model for Control of the Number 
of Repeated Structures during Animal Morphogenesis 
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Most current models for morphogenesis of repeated patterns, such as 
vertebrate somites, cannot explain the observed degree of constancy for the 
number of somites in individuals of a given species. This precision requires 
a mechanism whereby the lengths of somites (i.e. number of  cells per somite) 
must adjust to the overall size of individual embryos, and one which co- 
ordinates numbers ofsomites with position in the whole pattern of body parts. 

A qualitative model is presented that does admit the observed precision. 
It is also compatible with experimental observations such as the sequential" 
formation of somites from anterior to posterior in a regular time sequence, 
the timing of  cellular change during development generally, and the in- 
creasing evidence for widespread existence of cellular biorhythms. The 
model involves an interacting "clock" and "wavefront". The clock is 
is a smooth cellular oscillator, for which cells throughout the embryo are 
assumed to be phase-linked. The wavefront is a front of rapid cell change 
moving slowly down the long axis of the embryo; cells enter a phase of 
rapid alteration in locombtory and/or adhesive properties at successively 
later times according to anterior-posterior body position. In the model, 
the smooth intracellular oscillator itself interacts with the possibility 
of  the rapid primary change or its transmission within cells, thereby 
gating rhythmically the slow progress of the wavefront. Cells thus enter 
their rapid change of  properties in a succession of separate populations, 
creating the pattern. 

It is argued that the elements, a smooth oscillator, a slow wavefront 
and a rapid cellular change, have biological plausibility. The consequences 
of combining them were suggested by catastrophe theory. We stress the 
necessary relation between the present model and the more general con- 
cept of positional information (Wolpert, 1969, 1971). Prospective and 
ongoing experiments stimulated by the model are discussed, and emphasis 
is placed on how such conceptions of  morphogenesis can help reveal 
homology between organisms having developments that are very different 
to a surface inspection. 

1" All correspondence to J. Cooke. 
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• Key features 
Wave front of sudden cell changes (discontinuity) 
Clock: smooth oscillation of phase-linked cells  
Slow posterior movement of the wave front
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is placed on how such conceptions of  morphogenesis can help reveal 
homology between organisms having developments that are very different 
to a surface inspection. 

1" All correspondence to J. Cooke. 
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FIG. 3. Topological representations of the model for control of somite number. (a) A 
section of the embryonic axis a few somites long graphed in real space (S) in head-tail 
axis, real developmental time (T) (i.e. onset of somite formation at each level) and a 
dimension representing intracellular development (vertical, with gravity as analogue of 
the vectorial nature of developmertt). The fold in the descending surface, representing 
onset of fast unstable cell change involved in somitogenesis, is oblique to the time and 
space axes. Thus of any longitudinal string of somite-forming cells, some will not yet 
have changed, a group will be changing and the rest will be in a new era of slow develop- 
merit (differentiation) following change. The hypothetical oscillator that controls the 
grouping of these cells is represented as a point describing a limit cycle, in real time and 
in some of the imracellular biochemical dimensions (vertical). The dashed line shows that 
it involves oscillation in the position of the instability or fold-edge. (b) The same surface 
is shown, but with real space and time represented by the rippled shape of the fold-edge 
and by drawing a string of cells travelling through their development (i.e. time) at an 
angle to the axis of the fold-edge, so that all must meet it. Cells thus undergo c h a n ~  in 
a succession of discrete, synchronized groups in time and space. A formed and differen- 
tiating, a just-formed, and a forming block are shown, while still on the upper surface 
are the presumptive cell-group of the subsequent somite (dotted lines and bracke0. 
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Figure 2 | The clock-and-wavefront model. a | The segmentation clock. The segmentation clock comprises a set of 
oscillatory activities, such as gene expression and signalling pathways (orange). These periodic activities control the 
determination of new segments. The synchronization of cellular oscillators and their slowing down along the presomitic 
mesoderm (PSM) creates the visual impression of a travelling wave that progressively sharpens as it moves anteriorly along 
the PSM. However, this travelling wave is not caused by cell movements because the progression of the wave is faster 
than the movement of a group of cells (square). b | Gradient formation. The FGF8 gradient (and presumably the FGF4 
and WNT3A gradients) is formed by an RNA decay mechanism: mRNAs are only produced in the tail bud and are then 
progressively degraded in the PSM. As a group of cells (square) becomes located more anteriorly in the PSM owing to 
posterior elongation movements, the amount of Fgf8 mRNA decreases, which creates a gradient of mRNA (in blue) that is 
translated into a gradient of FGF8 ligand. Over time, the group of cells experiences less FGF and WNT signalling, so that the 
determination front position moves posteriorly with elongation of the body axis. c | Clock topologies. Oscillations are 
thought to arise through delayed negative-feedback loops. Three main signalling pathways were shown to oscillate in 
mouse embryos: Notch, WNT and fibroblast growth factor (FGF). Binding of the WNT ligand to its receptor results in 
β-catenin (β‑cat)‑mediated target gene transcription. AXIN2 and Dickkopf‑related protein 1 (DKK1) are negative‑feedback 
inhibitors of this pathway and are periodically expressed in the PSM. The binding of FGF ligands to their cognate receptor 
results in activation of the ERK pathway. Phosphorylated ERK (pERK) activates dual specificity protein phosphatase 4 
(Dusp4), Dusp6 and Sprouty 2 (Spry2), which are known negative‑feedback inhibitors of the FGF pathway that are expressed 
rhythmically. The Notch targets lunatic fringe (Lfng) and Notch‑regulated ankyrin repeat protein (Nrarp) contribute to the 
rhythmic production of the transcriptional effector Notch intracellular domain (NICD).The mouse oscillators interact and 
entrain each other. Hairy and enhancer of split 7 (HES7) is activated by the FGF–phosphorylated ERK pathway posteriorly in 
the PSM and by NICD more anteriorly, and represses the FGF–ERK pathway and Notch inhibitors, as well as its own 
expression. By contrast, in zebrafish, oscillations are mainly controlled by the availability and activities of Hes/Hes‑related 
(Her) factors. F|| Clock‑and‑wavefront model. Two inputs control the activation of the segmental programme: the 
segmentation clock (in orange) and the wavefront (in blue). The clock moves along the PSM and triggers the segmental 
determination of cells (pink) that are passed by the wavefront during the previous cycle. DLL1, Delta‑like 1.
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respond by activating the MESP genes. This mechanism 
ensures the periodic and sequential activation of MESP 
genes in stripes that mark the future segmen t boundaries.

In mice, Mesp2 expression requires Notch signalling, 
and activation of Notch correlates with the stabilization 
of the NICD wave in an anterior PSM stripe that defines 
the future segment16,30,46,84–86. In zebrafish, Notch seems 
to control the expression of mespa but not mespb87,88. The 
role of the clock in the periodic bursts of Mesp2 expres-
sion is supported by the observation that in Hes7-mutant 
mice, the loss of NICD oscillations results in continuous 
Mesp2 expression, and thus no clear segmental bound-
ary is formed75. In mouse embryos, the anterior limit 
of the Mesp2 stripe is defined by the anterior expres-
sion boundary of the gene coding for the transcription  
factor TBX6 (REFS 30,86) (FIG. 3a). After being induced by 
TBX6, MESP2 induces in turn the degradation of TBX6 
protein and delimitates its next anterior boundary30. 
Consequently, this feedback loop demarcates the segmen-
tal border by making the posterior boundary of MESP2 
(segment N) correspond to the anterior boundar y of the 
next MESP2 stripe (segment N + 1) (FIG. 3a).

Positioning the posterior segment boundary. Evidence 
suggests that the FGF–ERK gradient has a role in the 
formation of the posterior boundary of MESP2 (FIG. 3a). 
If this pathway is perturbed through the addition of 
ligands or chemical inhibitors, the MESP2 expres-
sion domain can shift in chicken, fish and mouse 
embryos13,22,75,89. In mice, the expression domains of 
Mesp2 and phosphorylated ERK are mutually exclusive 
in the anterior PSM, where they form a clear interface 
that marks the determination front level75. Consistent 
with this, loss of FGF signalling in mouse mutants leads 
to a posterior expansion of the Mesp2 domain23,30,75. 
Notch and FGF targets initially cycle in phase in the pos-
terior PSM, but these oscillations become progressively 
out of phase, which results in a domain where Notch 
but not FGF–ERK is activated, and this enables Mesp2 
activation75.

In mice, the length of the PSM posterior oscilla-
tory domain can be expanded by overriding the pos-
terior WNT gradient through constitutive activation 
of WNT using non-degradable β-catenin or ectopic 
expression of WNT3A in the paraxial mesoderm14,49,73. 

Figure 3 | Formation of a segment. a | Signalling model. Activation of mesoderm posterior 2 (Mesp2) is central to segment 
determination. In mice, Mesp2 is thought to be activated by Notch signalling (through Notch intracellular domain (NICD)) and 
T‑box transcription factor 6 (TBX6), and repressed by fibroblast growth factor (FGF)–phosphorylated ERK (pERK). Mesp2 is first 
expressed as a large stripe of one segment length, which defines the future segment boundaries. MESP2 induces the 
degradation of TBX6, leading to the definition of the anterior boundary of the next segment to be formed. During the next 
cycle, it becomes restricted to the anterior part of the future segment and suppresses Notch signalling, and thus determines 
the anteroposterior polarity of the segment. b | Theoretical models. In the standard model, the clock (orange) and wavefront 
(blue line) are independent entities that determine the segments. Only one phase of the clock (orange) triggers segment 
determination (pink), and the anteroposterior polarity is set subsequently; the position of the wavefront determines the 
position of the posterior boundary of a newly determined segment. In the two-phase model, the clock is arrested in cells that 
are hit by the wavefront. Both phases of the clock (dark orange and light orange stripes) determine half‑segments, and thus 
the anteroposterior polarity is set as segments are determined. The segment boundary position is set by the clock phases, 
which are only ‘recorded’ by the passage of the wavefront. A third model, the phase-shift model, proposes an interaction 
between the clock and the wavefront, as the clock activity influences the position of the wavefront. In mice, the wavefront 
is proposed to involve a pERK oscillator (purple) that shifts from the Notch oscillator (orange).
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• The clock (orange) and wavefront (blue 
line) are independent entities that 
determine the segments.  

• Only one phase of the clock (orange) 
triggers segment determination (pink). 

• The position of the wavefront determines 
the position of the posterior boundary of 
a newly determined segment.

• Antero-posterior gradient of FGF protein. 
• As the PSM grows, it shifts towards the posterior. 
• This leads to the posterior shift of the FGF scale 

invariant gradient.

Hubaud and Pourquié. Nature Rev Mol. Cell Biol. 15: 709-721 (2014)
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in the PSM. As a result, segments are formed in a rostral-
to-caudal fashion at a temporal frequency defined by the
clock, and a spacing defined by the speed of wavefront
progression in the PSM. The periodic expression of the
cyclic genes has provided evidence for the existence
of such a clock (Palmeirim et al., 1997). In addition, our
results indicating that segmental boundaries are actu-
ally determined at the level of the determination front
suggest that this level marks the true position of the
wavefront in the PSM.

In the clock and wavefront model, somite size is a
function of the period of the clock and of the speed of
wavefront progression in the PSM. Production of smaller
somites can be acheived either by accelerating the clock
while the speed of the wavefront is kept constant or by
slowing down the progression of the wavefront while
keeping the period of the clock oscillations constant.
Our results do not resemble an example of the first
possibility because (1) whereas speeding the clock on
the bead-grafted side would lead to asynchrony in the
timing of boundary formation, somitic boundaries al-
ways form in synchrony between the control and grafted
sides; and (2) the period of oscillation of the cycling
genes is not affected by the bead graft.

In contrast, our observations do seem to represent an
example of the second possibility. Normally, the relative
position of the wavefront in the PSM is maintained at a
constant level because its absolute position along the
AP axis is constantly receding at the speed of somito-
genesis during caudal embryo extension. Slowing down
the wavefront while the speed of the caudal extension
of the embryo is not changed will result in the relative
position of the wavefront in the PSM becoming progres-
sively displaced rostrally. In embryos grafted with an
FGF bead, we observed that the determination front is
shifted rostrally in the PSM in comparison to the control
side. Thus, whereas FGF bead grafts do not modify
the period of the clock oscillation, their effect can be
interpreted as slowing down wavefront progression in
the PSM, assuming that the wavefront corresponds to
the determination front. A similar explanation could
apply to the SU5402 inhibitor treatment which does not
affect the period of the clock but would speed up the

Figure 7. A Model for Segmental Determination Involving a Clock- progression of the wavefront. In light of our data, this
Regulated Specification of Boundaries Controlled by FGF Signaling model thus offers an explanation for how clock oscilla-
in the Chick PSM tions are translated into the periodic array of somite
(A–C) Schematic representation of segment determination during boundaries.
one oscillation of the segmentation clock in the normal situation Coupling Temporal Colinearity(A), after implantation of an FGF8 bead (B), or after SU5402 treat-

to the Segmentation Clockment (C).
How the spatiotemporal, or temporal colinearity, of Hox
gene activation is implemented during development re-
mains unclear. It has been proposed that the Hox com-of oscillation of the cyclic genes, but the determination
plexes are initially in a closed configuration preventingfront is displaced caudally (Figure 7C, magenta line).
transcription of these genes and that the complexesThe boundary will thus be positioned more caudally,
become progressively opened during development. Thisleading to the formation of larger somites containing
opening of the complexes would sequentially releasemore cells than control somites.
the genes from a repressive influence rendering themThis model is conceptually similar to the “clock and
progressively available to transcription (Kondo and Du-wavefront” model (Cooke and Zeeman, 1976; Jiang et
boule, 1999). The timing mechanism which controls theal., 1998). In this model, PSM cells oscillate between
stepwise opening of the complexes and which thus en-different cellular states in response to a cellular oscillator
sures that a given gene will be activated at the appro-or clock. The production of segmental boundaries oc-
priate axial level is unknown. In the limb, proliferationcurs when cells in a permissive phase of the clock cycle

encounter a maturation wavefront progressing caudally of cells in the progress zone was proposed to act as
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Figure 1. The Caudal PSM Region Is Undetermined with Respect to Segmentation and Expresses FGF8 in a Graded Fashion

Results of inversions of PSM fragments of one somite in length from the level of S0 to S!XII as illustrated in (A). Formation of morphological
somitic boundaries and anteroposterior patterning of the somitic compartments in the inverted tissue were evaluated after in situ hybridization
with the c-delta1 probe. The inverted PSM fragment is delimited by red arrows. (B) HH stage 12 embryo operated at the level of S0 hybridized
with c-delta1. (C) HH stage 12 embryo operated at the level of S!III hybridized with c-delta1. (D) HH stage 13 embryo operated at the level
of S!VI hybridized with c-delta1. (E-H) A 19-somite stage embryo hybridized with FGF8 and photographed after 15 (E), 35 (F), 60 (G), and
180 min (H) of staining reaction to demonstrate the graded expression of this mRNA in the caudal PSM. (I) In situ hybridization with the FGFR1
probe of a 14-somite stage embryo. (B–I) Dorsal view. Rostral is to the top. Red arrows delimit the extent of the inversion.

beads on segmentation was examined after 18–24 hr of in a stronger effect similar to that seen in electroporated
embryos. In this case the operation led to an absenceincubation, when the region adjacent to the bead had

formed somites. In embryos grafted with beads soaked of somitic boundary formation immediately rostral to the
bead over a distance of up to three somites whereasin FGF8, somites appeared smaller on the operated side,

becoming offset from those on the control side over a up to three smaller somites form rostral to this zone (not
shown).region which could extend up to 6–7 somites rostral to

the bead (n " 27/33, Figures 3B, 4A, and 4B). Thus, the When the bead was placed midway between the cau-
dal-most PSM and S-IV, only the part of the PSM whichbead acts on cells located close to the level of the

determination front at the time of bead implantation was located between the bead and the somite !IV was
affected (Figures 3C and 3D, n " 6/7). Cells located(Figure 3A) where the peak of FGFR1 expression is seen

(Figure 1I). Caudally to the grafted bead, a larger somite caudal to the bead never form small somites even
though they are competent to do so if FGF8 were pro-formed and thereafter a normal segmental pattern was

observed (Figure 3B). In this manner, the total number vided to them from a caudal source. No effect on seg-
mentation was ever detected in cells which were rostralof somites was the same in the operated and control

sides. Implantation of the beads within the PSM resulted to the somite !IV at the time of surgery, even when

FGF8 gradient front

exposure time 
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encounter a maturation wavefront progressing caudally of cells in the progress zone was proposed to act as

Link between Segmentation and Temporal Colinearity
227

Figure 5. SU5402 Increases the Number of
Cells Allocated to a Somite and Shifts Cau-
dally the Determination Front

(A and B) Dorsal views of HH13-14 stage em-
bryos treated with SU5402 (A) or DMSO (B)
and fixed after 10 hr of incubation. (A) 22-
somite stage embryo treated with SU5402
at the 16-somite stage. The SI somite pair
(somites 21) is enlarged compared to a
stage-matched embryo treated with DMSO
alone (B).
(C) Comparison of the number of cells per
somite in the enlarged somites compared to
unaffected somites (see Experimental Proce-
dures). The number of cells is significantly
increased in the affected somites (p !
0.0003).
(D–F) Whole-mount in situ hybridizations with
FGF8 (D), c-hairy2 (E) and paraxis (F) on half-
embryos cocultured for 80 to 100 min in pres-
ence of SU5402 (SU) or DMSO (Ctl).

which exhibit a rostral somitic boundary of expression can posteriorize the embryo (Pownall et al., 1996; Parta-
nen et al., 1998). These data led to the idea that thein this region, namely HoxB9 (n ! 29) and HoxA10 (n !

15), which have anterior boundaries at the level of so- level of FGF signaling is involved in defining axial identi-
ties along the body axis. However, close examinationmites 22/23 and 25/26, respectively (Burke et al., 1995;

Cohn et al., 1997). In manipulated embryos displaying of our data demonstrating that FGF bead grafts can
cause an ectopic activation of Hox genes indicates thatshifted somitic boundaries in a region including the ante-

rior boundary of HoxB9 or HoxA10, the anterior bound- this effect is not simply due to such a posteriorizing
effect. First, none of the effects on segmentation that areary of these genes was always shifted anteriorly so as

to maintain a rostral limit at the correct somite number observed can be explained by this type of posteriorizing
effect. Second, if the level of FGF signaling specifieson the grafted side (Figures 6B and 6D). In contrast,

when the position of the grafted bead was such that the the AP identity of axial segments, the result of the bead
graft experiment should be different depending on theaffected region did not include the anterior boundary of

expression of these genes, no such anterior shift of their AP level of the graft. A bead producing the same amount
of FGF should elicit a stronger response when graftedexpression limit was observed (not shown).

Since no cell movement along the AP axis of the PSM in the caudal PSM at an earlier developmental stage
(where lower FGF signaling is required) when comparedis observed upon FGF8 treatment, these results indicate

that cells of the undetermined caudal region of the PSM to a bead grafted in a similar location at a later stage
(where higher FGF signaling is required). Our data showcan activate ectopic expression of genes like HoxB9 or

HoxA10 in order to maintain the anterior limit of expres- that the same response is seen when beads loaded with
the same amount of FGF are grafted in the caudal PSMsion of these Hox genes at the appropriate somitic level.

This ectopic activation of Hox genes indicates that the at different developmental stages (Figure 6). In all cases
these grafts resulted in smaller somite formation and aaxial identity of cells in the caudal region of the PSM is

not determined. Ectopic activation of Hox genes is only rostral extension of the Hox expression domain on the
grafted side so as to maintain the anterior boundary atobserved in cells which have undergone a supernumer-

ary oscillation cycle, strongly suggesting a tight coupling the appropriately numbered somite. Therefore, whereas
a posteriorizing role of FGF signaling is likely to takebetween the segmentation clock and the spatiotemporal

activation of Hox genes in the PSM. place during gastrulation when paraxial mesoderm cells
are produced (Pownall et al., 1996; Partanen et al., 1998),Altering FGF signaling in frog and mouse embryos

has been shown to have a profound effect on Hox gene our results point to a different role for FGF signaling in
coordinating the positioning of somitic boundaries withexpression along the body axis such that FGF signaling
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Link between Segmentation and Temporal Colinearity
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in the PSM. As a result, segments are formed in a rostral-
to-caudal fashion at a temporal frequency defined by the
clock, and a spacing defined by the speed of wavefront
progression in the PSM. The periodic expression of the
cyclic genes has provided evidence for the existence
of such a clock (Palmeirim et al., 1997). In addition, our
results indicating that segmental boundaries are actu-
ally determined at the level of the determination front
suggest that this level marks the true position of the
wavefront in the PSM.

In the clock and wavefront model, somite size is a
function of the period of the clock and of the speed of
wavefront progression in the PSM. Production of smaller
somites can be acheived either by accelerating the clock
while the speed of the wavefront is kept constant or by
slowing down the progression of the wavefront while
keeping the period of the clock oscillations constant.
Our results do not resemble an example of the first
possibility because (1) whereas speeding the clock on
the bead-grafted side would lead to asynchrony in the
timing of boundary formation, somitic boundaries al-
ways form in synchrony between the control and grafted
sides; and (2) the period of oscillation of the cycling
genes is not affected by the bead graft.

In contrast, our observations do seem to represent an
example of the second possibility. Normally, the relative
position of the wavefront in the PSM is maintained at a
constant level because its absolute position along the
AP axis is constantly receding at the speed of somito-
genesis during caudal embryo extension. Slowing down
the wavefront while the speed of the caudal extension
of the embryo is not changed will result in the relative
position of the wavefront in the PSM becoming progres-
sively displaced rostrally. In embryos grafted with an
FGF bead, we observed that the determination front is
shifted rostrally in the PSM in comparison to the control
side. Thus, whereas FGF bead grafts do not modify
the period of the clock oscillation, their effect can be
interpreted as slowing down wavefront progression in
the PSM, assuming that the wavefront corresponds to
the determination front. A similar explanation could
apply to the SU5402 inhibitor treatment which does not
affect the period of the clock but would speed up the

Figure 7. A Model for Segmental Determination Involving a Clock- progression of the wavefront. In light of our data, this
Regulated Specification of Boundaries Controlled by FGF Signaling model thus offers an explanation for how clock oscilla-
in the Chick PSM tions are translated into the periodic array of somite
(A–C) Schematic representation of segment determination during boundaries.
one oscillation of the segmentation clock in the normal situation Coupling Temporal Colinearity(A), after implantation of an FGF8 bead (B), or after SU5402 treat-

to the Segmentation Clockment (C).
How the spatiotemporal, or temporal colinearity, of Hox
gene activation is implemented during development re-
mains unclear. It has been proposed that the Hox com-of oscillation of the cyclic genes, but the determination
plexes are initially in a closed configuration preventingfront is displaced caudally (Figure 7C, magenta line).
transcription of these genes and that the complexesThe boundary will thus be positioned more caudally,
become progressively opened during development. Thisleading to the formation of larger somites containing
opening of the complexes would sequentially releasemore cells than control somites.
the genes from a repressive influence rendering themThis model is conceptually similar to the “clock and
progressively available to transcription (Kondo and Du-wavefront” model (Cooke and Zeeman, 1976; Jiang et
boule, 1999). The timing mechanism which controls theal., 1998). In this model, PSM cells oscillate between
stepwise opening of the complexes and which thus en-different cellular states in response to a cellular oscillator
sures that a given gene will be activated at the appro-or clock. The production of segmental boundaries oc-
priate axial level is unknown. In the limb, proliferationcurs when cells in a permissive phase of the clock cycle

encounter a maturation wavefront progressing caudally of cells in the progress zone was proposed to act as

control

Cell
224

Figure 4. Implantation of an FGF8 Bead Reduces the Number of Cells Allocated to Somites

(A and B) 22-somite stage embryos fixed 12 hr after implantation of a PBS (A) or an FGF8 (B) bead (asterisk) in the caudal PSM. The red bar
marks the region which forms smaller somites.
(C and D) FGF8 bead treated embryos fixed after 9 hr and processed by TUNEL to visualize apoptotic nuclei (in blue) (C) or by immunohistochem-
istry using the antibody against anti-phosphorylated histone H3 which labels the nuclei of dividing cells (in brown) (D). Apoptotic nuclei and
proliferating cells were counted in the region between the bead and the forming somites when smaller somites start to form (red bar).
(E) Whereas the number of cells per somite is not significatively different between somites on the grafted (gray column) and control side
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Control of segment number in vertebrate embryos
Céline Gomez1, Ertuğrul M. Özbudak1, Joshua Wunderlich1, Diana Baumann1, Julian Lewis2 & Olivier Pourquié1,3

The vertebrate body axis is subdivided into repeated segments,
best exemplified by the vertebrae that derive from embryonic
somites. The number of somites is precisely defined for any given
species but varies widely from one species to another. To deter-
mine the mechanism controlling somite number, we have com-
pared somitogenesis in zebrafish, chicken, mouse and corn snake
embryos. Here we present evidence that in all of these species a
similar ‘clock-and-wavefront’1–3 mechanism operates to control
somitogenesis; in all of them, somitogenesis is brought to an end
through a process in which the presomitic mesoderm, having first
increased in size, gradually shrinks until it is exhausted, termin-
ating somite formation. In snake embryos, however, the segmenta-
tion clock rate is much faster relative to developmental rate than in
other amniotes, leading to a greatly increased number of smaller-
sized somites.

Vertebrate segments are formed during early embryogenesis, when
vertebrae precursors, called somites, bud off in a rhythmic fashion
from the anterior part of the presomitic mesoderm (PSM). The peri-
odic formation of somites is proposed to be controlled by a molecular
oscillator—the segmentation clock—which drives the periodic
activation of the Notch, Wnt and fibroblast growth factor (FGF)
pathways in the PSM1,2,4. The periodic signal of the segmentation
clock is converted into a repetitive series of somites by a travelling
front of maturation—the wavefront or determination front—
formed by a Wnt/FGF signalling gradient that regresses caudally in
the PSM in concert with axis elongation5–8.

The number of somites, and hence of vertebrae, is highly variable
among vertebrate species9. For instance, frogs have ,10 vertebrae,
whereas humans have 33 and snakes can have more than 300. To
investigate the mechanisms controlling somite numbers in verte-
brates, we compared somitogenesis in the corn snake (Pantherophis
guttatus; Fig. 1a, b), which makes a large number of somites (,315),
with that in three other vertebrate species that make far fewer: zebra-
fish (Danio rerio, 31), chicken (Gallus gallus, 55) and mouse (Mus
musculus, 65).

We examined the expression of the corn snake homologues of
genes involved in PSM patterning and somitogenesis (Fig. 2a–l).
The genes coding for fibroblast growth factor 8 (FGF8) (Fig. 2b)
and its targets sprouty 2 (SPRY2; Fig. 2c) and dual specificity phos-
phatase 6 (DUSP6)4,10 (Fig. 2d), as well as WNT3A (Fig. 2e) and its
targets AXIN2 (ref. 7; Fig. 2f) and mesogenin 1 (MSGN1) (ref. 11;
Fig. 2g), ephrin receptor A4 (EPHA4; Fig. 2h), the retinoic acid
biosynthetic enzyme (RALDH2; Fig. 2i), paraxis (TCF15) (Fig. 2j),
UNCX4.1 and MYOD (Supplementary Fig. 1) were cloned and their
expression analysed by in situ hybridization. All of these genes (except
SPRY2) were expressed in domains comparable to those observed in
their fish or amniote counterparts4–7,12–19, supporting the existence of
a Wnt/FGF posterior gradient opposing an anterior retinoic acid
gradient in corn snake, as in other species.

We compared the dynamics of this gradient in snake with that in
the other species. As a readout for the posterior gradients, we used
MSGN1 expression, which is controlled by the Wnt/FGF gradient

1Stowers Institute for Medical Research, Kansas City, Missouri 64110, USA. 2Vertebrate Development Laboratory, Cancer Research UK, London Research Institute, London WC2A
3PX, UK. 3Howard Hughes Medical Institute, Kansas City, Missouri 64110, USA.
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Figure 1 | Vertebral formula and somitogenesis in the corn snake.
a, Alizarin staining of a corn snake showing 296 vertebrae, including 3
cervical, 219 thoracic, 4 cloacal (distinguishable by their forked

lymphapophyses) and 70 caudal. b, Time course of corn snake development
after egg laying (118-somite embryo on the far left) until the end of
somitogenesis (,315 somites).
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• Snakes have a large number of vertebrae 
(315 in corn snakes). 

• The segmentation clock in snakes is 
presumably the same as in chick embryos… 
— clock genes: Notch, LFng. 
— wave front: FGF8, Wnt3A that re 

and for which the sharp anterior boundary marks the position of the
mesoderm posterior 2 (MESP2) stripe20 at the determination front3

(Fig. 2a–g). We measured the regression speed of the MSGN1
anterior boundary during somitogenesis in all four species
(Fig. 3a–x) and found that it moves by one somite length during
one period of somite formation, independent of the somitogenesis
stage and the species (Fig. 4a and Supplementary Fig. 2). This vali-
dates an important prediction of the clock-and-wavefront model—
that somite size corresponds to the distance travelled by the wave-
front during one oscillation period. We plotted the ratio of MSGN1
expression domain to PSM size as a function of stage for each species
(Fig. 4b). Notably, a similar ratio was observed throughout somito-
genesis in all four species, suggesting that similar processes (scaled
proportionately) are occurring. Thus, the characteristics of the gra-
dient system involved in PSM patterning seem to be conserved
between corn snake and the other species examined.

We examined the cyclic gene expression associated with the
amniote segmentation clock. No dynamic expression of SPRY2,
DUSP6 (ref. 4) or AXIN2 (ref. 7) was evident in the snake PSM
(Fig. 2c, d, f). However, Lunatic fringe (LFNG) exhibited an unex-
pected expression pattern that consisted of up to nine stripes of
variable size and spacing in the PSM (Fig. 2k, l)21,22. Thirty-nine snake
embryos were hybridized with LFNG and all showed a different
expression pattern (Fig. 2k, l and data not shown). These data sup-
port the existence of an oscillator driving cyclic gene expression in
snake embryos. The number of stripes of LFNG expression in corn
snake is, however, several times larger than in other vertebrate species
(Fig. 2k–p), suggesting that the segmentation clock might be regu-
lated in a different way.

Assuming that one somite is formed during each clock oscillation
cycle, we can deduce the period of the clock oscillations by counting
somite numbers in embryos from the same clutch at various incuba-
tion times (Supplementary Methods). In the corn snake, the average
somite formation rate is one pair every 100 min, compared to rates of
one pair every 30, 90 and 120 min in zebrafish, chicken and mouse,
respectively. The somite formation rate was found to be one pair
every ,60 min in the house snake (Lamprophis fuliginosus) embryos,
which has very similar developmental characteristics and LFNG
expression pattern to the corn snake (Supplementary Methods and
Supplementary Fig. 3).

To appreciate the significance of these periods, we need to com-
pare them to the general rate of development, which differs between
species. Comparison of the time required to reach conserved mor-
phological landmarks (Supplementary Fig. 4) suggests that the
development rate is at least three times slower in corn snake than
in chicken. We also examined the lizard Aspidoscelis uniparens, which
has the same slow general development rate as the snake23

(Supplementary Methods). This species makes only ,90 somites
and has a much longer somite formation time (,4 h). Therefore,
relative to the development rate, the clock ticks much faster in snake
than in chicken or lizard embryos.

Analysing the relationship between somitogenesis rate and growth
rate of the PSM tissue confirms this hypothesis. According to the
clock-and-wavefront model, each somite consists of the cells emer-
ging from the PSM in one clock cycle. This must equal the quantity of
new cells generated in the PSM by growth, at least when the PSM
maintains a steady size. Thus, the somite size as a fraction of the PSM
size directly reflects the duration of the clock cycle as a fraction of the
average PSM cell generation time (that is, average cell-cycle time;
Supplementary Box 1). In snake, this fraction is approximately
one-quarter of the value observed in other species (Fig. 4c). Thus,
the snake segmentation clock runs approximately four times faster
relative to the average PSM cell generation time than in the other
species.

We estimated the average cell generation time and the total num-
ber of PSM cell generations required to produce a complete set of
somites. For this, we took into account the way in which the PSM size
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Figure 2 | The corn snake determination front and segmentation clock.
a, Schematic drawing of a corn snake tail showing the position of the
determination front (dashed line) in the PSM relative to the newly formed
somite (s1). b–l, Whole-mount in situ hybridizations of 230-somite
(b–h, k, l) and 260-somite (i, j) corn snake embryo tails: FGF8 (b), SPRY2
(c), DUSP6 (d), WNT3A (e), AXIN2 (f), MSGN1 (g), EPHA4 (h), RALDH2
(i) and TCF15 (j). Two different phases of LFNG expression in 230-somite
corn snake embryos (k, l), two-day-old chicken embryos (m, n) and E9.5
mouse embryos (o, p). Lateral views in a–l, o and p. Dorsal views in m and
n. Anterior to the top.
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and for which the sharp anterior boundary marks the position of the
mesoderm posterior 2 (MESP2) stripe20 at the determination front3

(Fig. 2a–g). We measured the regression speed of the MSGN1
anterior boundary during somitogenesis in all four species
(Fig. 3a–x) and found that it moves by one somite length during
one period of somite formation, independent of the somitogenesis
stage and the species (Fig. 4a and Supplementary Fig. 2). This vali-
dates an important prediction of the clock-and-wavefront model—
that somite size corresponds to the distance travelled by the wave-
front during one oscillation period. We plotted the ratio of MSGN1
expression domain to PSM size as a function of stage for each species
(Fig. 4b). Notably, a similar ratio was observed throughout somito-
genesis in all four species, suggesting that similar processes (scaled
proportionately) are occurring. Thus, the characteristics of the gra-
dient system involved in PSM patterning seem to be conserved
between corn snake and the other species examined.

We examined the cyclic gene expression associated with the
amniote segmentation clock. No dynamic expression of SPRY2,
DUSP6 (ref. 4) or AXIN2 (ref. 7) was evident in the snake PSM
(Fig. 2c, d, f). However, Lunatic fringe (LFNG) exhibited an unex-
pected expression pattern that consisted of up to nine stripes of
variable size and spacing in the PSM (Fig. 2k, l)21,22. Thirty-nine snake
embryos were hybridized with LFNG and all showed a different
expression pattern (Fig. 2k, l and data not shown). These data sup-
port the existence of an oscillator driving cyclic gene expression in
snake embryos. The number of stripes of LFNG expression in corn
snake is, however, several times larger than in other vertebrate species
(Fig. 2k–p), suggesting that the segmentation clock might be regu-
lated in a different way.

Assuming that one somite is formed during each clock oscillation
cycle, we can deduce the period of the clock oscillations by counting
somite numbers in embryos from the same clutch at various incuba-
tion times (Supplementary Methods). In the corn snake, the average
somite formation rate is one pair every 100 min, compared to rates of
one pair every 30, 90 and 120 min in zebrafish, chicken and mouse,
respectively. The somite formation rate was found to be one pair
every ,60 min in the house snake (Lamprophis fuliginosus) embryos,
which has very similar developmental characteristics and LFNG
expression pattern to the corn snake (Supplementary Methods and
Supplementary Fig. 3).

To appreciate the significance of these periods, we need to com-
pare them to the general rate of development, which differs between
species. Comparison of the time required to reach conserved mor-
phological landmarks (Supplementary Fig. 4) suggests that the
development rate is at least three times slower in corn snake than
in chicken. We also examined the lizard Aspidoscelis uniparens, which
has the same slow general development rate as the snake23

(Supplementary Methods). This species makes only ,90 somites
and has a much longer somite formation time (,4 h). Therefore,
relative to the development rate, the clock ticks much faster in snake
than in chicken or lizard embryos.

Analysing the relationship between somitogenesis rate and growth
rate of the PSM tissue confirms this hypothesis. According to the
clock-and-wavefront model, each somite consists of the cells emer-
ging from the PSM in one clock cycle. This must equal the quantity of
new cells generated in the PSM by growth, at least when the PSM
maintains a steady size. Thus, the somite size as a fraction of the PSM
size directly reflects the duration of the clock cycle as a fraction of the
average PSM cell generation time (that is, average cell-cycle time;
Supplementary Box 1). In snake, this fraction is approximately
one-quarter of the value observed in other species (Fig. 4c). Thus,
the snake segmentation clock runs approximately four times faster
relative to the average PSM cell generation time than in the other
species.

We estimated the average cell generation time and the total num-
ber of PSM cell generations required to produce a complete set of
somites. For this, we took into account the way in which the PSM size
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Figure 2 | The corn snake determination front and segmentation clock.
a, Schematic drawing of a corn snake tail showing the position of the
determination front (dashed line) in the PSM relative to the newly formed
somite (s1). b–l, Whole-mount in situ hybridizations of 230-somite
(b–h, k, l) and 260-somite (i, j) corn snake embryo tails: FGF8 (b), SPRY2
(c), DUSP6 (d), WNT3A (e), AXIN2 (f), MSGN1 (g), EPHA4 (h), RALDH2
(i) and TCF15 (j). Two different phases of LFNG expression in 230-somite
corn snake embryos (k, l), two-day-old chicken embryos (m, n) and E9.5
mouse embryos (o, p). Lateral views in a–l, o and p. Dorsal views in m and
n. Anterior to the top.
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and for which the sharp anterior boundary marks the position of the
mesoderm posterior 2 (MESP2) stripe20 at the determination front3

(Fig. 2a–g). We measured the regression speed of the MSGN1
anterior boundary during somitogenesis in all four species
(Fig. 3a–x) and found that it moves by one somite length during
one period of somite formation, independent of the somitogenesis
stage and the species (Fig. 4a and Supplementary Fig. 2). This vali-
dates an important prediction of the clock-and-wavefront model—
that somite size corresponds to the distance travelled by the wave-
front during one oscillation period. We plotted the ratio of MSGN1
expression domain to PSM size as a function of stage for each species
(Fig. 4b). Notably, a similar ratio was observed throughout somito-
genesis in all four species, suggesting that similar processes (scaled
proportionately) are occurring. Thus, the characteristics of the gra-
dient system involved in PSM patterning seem to be conserved
between corn snake and the other species examined.

We examined the cyclic gene expression associated with the
amniote segmentation clock. No dynamic expression of SPRY2,
DUSP6 (ref. 4) or AXIN2 (ref. 7) was evident in the snake PSM
(Fig. 2c, d, f). However, Lunatic fringe (LFNG) exhibited an unex-
pected expression pattern that consisted of up to nine stripes of
variable size and spacing in the PSM (Fig. 2k, l)21,22. Thirty-nine snake
embryos were hybridized with LFNG and all showed a different
expression pattern (Fig. 2k, l and data not shown). These data sup-
port the existence of an oscillator driving cyclic gene expression in
snake embryos. The number of stripes of LFNG expression in corn
snake is, however, several times larger than in other vertebrate species
(Fig. 2k–p), suggesting that the segmentation clock might be regu-
lated in a different way.

Assuming that one somite is formed during each clock oscillation
cycle, we can deduce the period of the clock oscillations by counting
somite numbers in embryos from the same clutch at various incuba-
tion times (Supplementary Methods). In the corn snake, the average
somite formation rate is one pair every 100 min, compared to rates of
one pair every 30, 90 and 120 min in zebrafish, chicken and mouse,
respectively. The somite formation rate was found to be one pair
every ,60 min in the house snake (Lamprophis fuliginosus) embryos,
which has very similar developmental characteristics and LFNG
expression pattern to the corn snake (Supplementary Methods and
Supplementary Fig. 3).

To appreciate the significance of these periods, we need to com-
pare them to the general rate of development, which differs between
species. Comparison of the time required to reach conserved mor-
phological landmarks (Supplementary Fig. 4) suggests that the
development rate is at least three times slower in corn snake than
in chicken. We also examined the lizard Aspidoscelis uniparens, which
has the same slow general development rate as the snake23

(Supplementary Methods). This species makes only ,90 somites
and has a much longer somite formation time (,4 h). Therefore,
relative to the development rate, the clock ticks much faster in snake
than in chicken or lizard embryos.

Analysing the relationship between somitogenesis rate and growth
rate of the PSM tissue confirms this hypothesis. According to the
clock-and-wavefront model, each somite consists of the cells emer-
ging from the PSM in one clock cycle. This must equal the quantity of
new cells generated in the PSM by growth, at least when the PSM
maintains a steady size. Thus, the somite size as a fraction of the PSM
size directly reflects the duration of the clock cycle as a fraction of the
average PSM cell generation time (that is, average cell-cycle time;
Supplementary Box 1). In snake, this fraction is approximately
one-quarter of the value observed in other species (Fig. 4c). Thus,
the snake segmentation clock runs approximately four times faster
relative to the average PSM cell generation time than in the other
species.

We estimated the average cell generation time and the total num-
ber of PSM cell generations required to produce a complete set of
somites. For this, we took into account the way in which the PSM size
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Figure 2 | The corn snake determination front and segmentation clock.
a, Schematic drawing of a corn snake tail showing the position of the
determination front (dashed line) in the PSM relative to the newly formed
somite (s1). b–l, Whole-mount in situ hybridizations of 230-somite
(b–h, k, l) and 260-somite (i, j) corn snake embryo tails: FGF8 (b), SPRY2
(c), DUSP6 (d), WNT3A (e), AXIN2 (f), MSGN1 (g), EPHA4 (h), RALDH2
(i) and TCF15 (j). Two different phases of LFNG expression in 230-somite
corn snake embryos (k, l), two-day-old chicken embryos (m, n) and E9.5
mouse embryos (o, p). Lateral views in a–l, o and p. Dorsal views in m and
n. Anterior to the top.
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thus, it is possible that the proximity of the anterior retinoic acid
domain to the tail bud caused by PSM shrinking triggers the death of
paraxial mesoderm precursors. Therefore, PSM shrinking could
explain the arrest of axis elongation and termination of somitogen-
esis. In zebrafish, the switch to PSM shrinkage occurs very early in
comparison with that in amniotes, and this correlates with a small
somite number. In amniotes, the switch to PSM shrinkage occurs at
the transition between the trunk and the tail region, suggesting that it
might be under the control of regional regulators such as HOX genes.

Our modelling suggests that the number of PSM generations for
which somitogenesis continues changes relatively little among
amniotes. In contrast, over the course of evolution there have been
large changes in the ratio of the segmentation clock rate to the devel-
opmental growth rate. Variation in this ratio accounts for much of
the evolutionary divergence in amniote segment number.

METHODS SUMMARY
In total, 192 corn snake eggs, 13 house snake eggs and 34 whiptail lizard eggs were
used in this study. Corn snake genes were cloned by PCR using standard protocols
(Supplementary Table 1). Orthology was established by calculating the percentage
of similarity with orthologous genes in other vertebrate species using Vector NTI
(Supplementary Table 2). Whole-mount in situ hybridization was performed as
described30 with a hybridization temperature of 58 uC (Supplementary Table 3).
For measurements, embryos were hybridized with a MSGN1 probe in whole
mount and were photographed. The size in micrometres of the PSM, the somite
s1 and the MSGN1 domain were measured using Zeiss LSM image browser soft-
ware. Embryos were pooled in groups of five on the basis of their somite number.
Measurements corresponding to each pool were averaged, and the standard devi-
ation calculated. For the calculation of the slowing down of the period along the
PSM in corn snake, interstripe distance was measured using the Zeiss LSM soft-
ware in two-day post-oviposition embryos (n523) stained with LFNG, and cal-
culations were performed as described26. Cell cycle length was measured using
BrdU incorporation followed by flow cytometry analysis. Alizarin staining was
performed according to standard procedures.
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3. Dequeant, M. L. & Pourquié, O. Segmental patterning of the vertebrate embryonic
axis. Nature Rev. Genet. 9, 370–382 (2008).

4. Dequeant, M. L. et al. A complex oscillating network of signaling genes underlies
the mouse segmentation clock. Science 314, 1595–1598 (2006).

5. Dubrulle, J., McGrew, M. J. & Pourquie, O. FGF signaling controls somite boundary
position and regulates segmentation clock control of spatiotemporal Hox gene
activation. Cell 106, 219–232 (2001).

6. Sawada, A. et al. Fgf/MAPK signalling is a crucial positional cue in somite
boundary formation. Development 128, 4873–4880 (2001).

7. Aulehla, A. et al. Wnt3a plays a major role in the segmentation clock controlling
somitogenesis. Dev. Cell 4, 395–406 (2003).

8. Aulehla, A. et al. A b-catenin gradient links the clock and wavefront systems in
mouse embryo segmentation. Nature Cell Biol. 10, 186–193 (2008).

9. Richardson, M. K., Allen, S. P., Wright, G. M., Raynaud, A. & Hanken, J. Somite
number and vertebrate evolution. Development 125, 151–160 (1998).

10. Delfini, M. C., Dubrulle, J., Malapert, P., Chal, J. & Pourquie, O. Control of the
segmentation process by graded MAPK/ERK activation in the chick embryo. Proc.
Natl Acad. Sci. USA 102, 11343–11348 (2005).

11. Wittler, L. et al. Expression of Msgn1 in the presomitic mesoderm is controlled by
synergism of WNT signalling and Tbx6. EMBO Rep. 8, 784–789 (2007).

12. Nakajima, Y., Morimoto, M., Takahashi, Y., Koseki, H. & Saga, Y. Identification of
Epha4 enhancer required for segmental expression and the regulation by Mesp2.
Development 133, 2517–2525 (2006).

13. Niederreither, K., Subbarayan, V., Dolle, P. & Chambon, P. Embryonic retinoic acid
synthesis is essential for early mouse post-implantation development. Nature
Genet. 21, 444–448 (1999).

14. Diez del Corral, R. et al. Opposing FGF and retinoid pathways control ventral
neural pattern, neuronal differentiation, and segmentation during body axis
extension. Neuron 40, 65–79 (2003).

15. Burgess, R., Cserjesi, P., Ligon, K. L. & Olson, E. N. Paraxis: a basic helix–loop–helix
protein expressed in paraxial mesoderm and developing somites. Dev. Biol. 168,
296–306 (1995).

16. Mansouri, A. et al. Paired-related murine homeobox gene expressed in the
developing sclerotome, kidney, and nervous system. Dev. Dyn. 210, 53–65 (1997).

17. Yoon, J. K. & Wold, B. The bHLH regulator pMesogenin1 is required for maturation
and segmentation of paraxial mesoderm. Genes Dev. 14, 3204–3214 (2000).

18. Sassoon, D. et al. Expression of two myogenic regulatory factors myogenin and
MyoD1 during mouse embryogenesis. Nature 341, 303–307 (1989).

19. Pownall, M. E. & Emerson, C. P. J. Sequential activation of three myogenic
regulatory genes during somite morphogenesis in quail embryos. Dev. Biol. 151,
67–79 (1992).

20. Yoon, J. K., Moon, R. T. & Wold, B. The bHLH class protein pMesogenin1 can
specify paraxial mesoderm phenotypes. Dev. Biol. 222, 376–391 (2000).

21. McGrew, M. J., Dale, J. K., Fraboulet, S. & Pourquie, O. The lunatic Fringe gene is a
target of the molecular clock linked to somite segmentation in avian embryos.
Curr. Biol. 8, 979–982 (1998).

22. Forsberg, H., Crozet, F. & Brown, N. A. Waves of mouse Lunatic fringe expression,
in four-hour cycles at two-hour intervals, precede somite boundary formation.
Curr. Biol. 8, 1027–1030 (1998).

23. Zug, G. R., Vitt, L. J. & Caldwell, J. P. Herpetology: an Introductory Biology of
Amphibians and Reptiles 2nd edn (Academic, San Diego, 2001).

24. Tam, P. P. The control of somitogenesis in mouse embryos. J. Embryol. Exp.
Morphol. 65 (Suppl), 103–128 (1981).

Zebrafish

MouseChicken

Snake

d

e

c

a

80

PSM size

400

800

1,200

1,600

2,000

0 20 40 60 100
0

S
iz

e 
(µ

m
)

Somite s1 size

0

50

100

150

200

250

0 20 40 60 80 100

S
iz

e 
(µ

m
)

Percentage of total somite number

MSGN1 front regression speed

0

0.5

1.0

1.5

2.0

2.5

3.0

0 20 40 60 80 100

R
at

io
 (V

d/
V s)

Oscillations slow down along the PSM

2

3

4

5

6

0 0.2 0.4 0.6 0.8
Length (1/PSM size)

P
er

io
d 

(1
/T

o)

MSGN1/PSM ratio

0

0.2

0.4

0.6

0.8

0 20 40 60 80 100

R
at

io

PSM/S1 ratio

R
at

io

0 20 1000

10

20

30

40

40 60 80

Chicken

Corn
snake

House
snakeWhiptail

lizard

C
el

l c
yc

le
 d

ur
at

io
n 

(h
)

Species

g

Percentage of total somite number

Percentage of total somite number Percentage of total somite number

Percentage of total somite number

1.0
0

5

10

15

20

25

30

35

40

45

b

f

Figure 4 | Comparison of somitogenesis parameters. a, Ratio of the speed
of the MSGN1 front regression (in mm per period, Vd) to the speed of
somitogenesis (in mm per period, Vs). b, Variation of the ratio of the MSGN1
domain size to the PSM size during somitogenesis. c, Variation of the ratio of
PSM size to s1 size during somitogenesis. d, Dynamics of the PSM size during
somitogenesis. e, Dynamics of s1 size during somitogenesis. f, Graph
comparing the cell-cycle time in four amniote species. Error bars represent
standard deviation. Sample sizes are provided in Supplementary Methods
(a–e) and in Supplementary Table 4 (f). g, Slowing down of the oscillation
period along the PSM (To, clock period at the tip of the tail).
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• The clock period in corn snake embryos is 
90 min, similar to chick and mouse 
embryos.  

• The growth of the PSM is slower in snakes 
(3-3.5x) but lasts longer. 

• Thus, the posterior movement of the 
wavefront is presumably slower than in 
chick.  

• The relative time constant of the clock with 
respect to cell/tissue growth accounts for 
smaller size of somites in snakes over the 
same embryonic time window.  

• Since development lasts longer, the 
number of segments is much larger. 

Gomez and Pourquié https://doi.org/10.1002/jez.b.21305
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respond by activating the MESP genes. This mechanism 
ensures the periodic and sequential activation of MESP 
genes in stripes that mark the future segmen t boundaries.

In mice, Mesp2 expression requires Notch signalling, 
and activation of Notch correlates with the stabilization 
of the NICD wave in an anterior PSM stripe that defines 
the future segment16,30,46,84–86. In zebrafish, Notch seems 
to control the expression of mespa but not mespb87,88. The 
role of the clock in the periodic bursts of Mesp2 expres-
sion is supported by the observation that in Hes7-mutant 
mice, the loss of NICD oscillations results in continuous 
Mesp2 expression, and thus no clear segmental bound-
ary is formed75. In mouse embryos, the anterior limit 
of the Mesp2 stripe is defined by the anterior expres-
sion boundary of the gene coding for the transcription  
factor TBX6 (REFS 30,86) (FIG. 3a). After being induced by 
TBX6, MESP2 induces in turn the degradation of TBX6 
protein and delimitates its next anterior boundary30. 
Consequently, this feedback loop demarcates the segmen-
tal border by making the posterior boundary of MESP2 
(segment N) correspond to the anterior boundar y of the 
next MESP2 stripe (segment N + 1) (FIG. 3a).

Positioning the posterior segment boundary. Evidence 
suggests that the FGF–ERK gradient has a role in the 
formation of the posterior boundary of MESP2 (FIG. 3a). 
If this pathway is perturbed through the addition of 
ligands or chemical inhibitors, the MESP2 expres-
sion domain can shift in chicken, fish and mouse 
embryos13,22,75,89. In mice, the expression domains of 
Mesp2 and phosphorylated ERK are mutually exclusive 
in the anterior PSM, where they form a clear interface 
that marks the determination front level75. Consistent 
with this, loss of FGF signalling in mouse mutants leads 
to a posterior expansion of the Mesp2 domain23,30,75. 
Notch and FGF targets initially cycle in phase in the pos-
terior PSM, but these oscillations become progressively 
out of phase, which results in a domain where Notch 
but not FGF–ERK is activated, and this enables Mesp2 
activation75.

In mice, the length of the PSM posterior oscilla-
tory domain can be expanded by overriding the pos-
terior WNT gradient through constitutive activation 
of WNT using non-degradable β-catenin or ectopic 
expression of WNT3A in the paraxial mesoderm14,49,73. 

Figure 3 | Formation of a segment.  a | Signalling model. Activation of mesoderm posterior 2 (Mesp2) is central to segment 
determination. In mice, Mesp2 is thought to be activated by Notch signalling (through Notch intracellular domain (NICD)) and 
T‑box transcription factor 6 (TBX6), and repressed by fibroblast growth factor (FGF)–phosphorylated ERK (pERK). Mesp2 is first 
expressed as a large stripe of one segment length, which defines the future segment boundaries. MESP2 induces the 
degradation of TBX6, leading to the definition of the anterior boundary of the next segment to be formed. During the next 
cycle, it becomes restricted to the anterior part of the future segment and suppresses Notch signalling, and thus determines 
the anteroposterior polarity of the segment. b | Theoretical models. In the standard model, the clock (orange) and wavefront 
(blue line) are independent entities that determine the segments. Only one phase of the clock (orange) triggers segment 
determination (pink), and the anteroposterior polarity is set subsequently; the position of the wavefront determines the 
position of the posterior boundary of a newly determined segment. In the two­phase model, the clock is arrested in cells that 
are hit by the wavefront. Both phases of the clock (dark orange and light orange stripes) determine half‑segments, and thus 
the anteroposterior polarity is set as segments are determined. The segment boundary position is set by the clock phases, 
which are only ‘recorded’ by the passage of the wavefront. A third model, the phase­shift model, proposes an interaction 
between the clock and the wavefront, as the clock activity influences the position of the wavefront. In mice, the wavefront 
is proposed to involve a pERK oscillator (purple) that shifts from the Notch oscillator (orange).
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Modulation of Phase Shift between Wnt and Notch 
signaling oscillations controls segmentation 
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• Relative phase-shift between Wnt and 
Notch signaling oscillations is 
changing along the PSM length. 

abruptly in the most anterior mPSM (periphery of ex vivo culture)
(n = 38/52 waves). Confirming the in vivo data (Figure 1C), the re-
gion exhibiting slow Axin2T2A waves spatiotemporally overlap-
ped with expression onset of Mesp2 (Saga et al., 1997)
(Figure 1G).
To quantitatively compare Wnt and Notch signaling oscillation

dynamics, we analyzed Axin2T2A and Notch signaling reporter
oscillations in the mPSM region spatiotemporally preceding
segment formation, corresponding to the mPSM domain exhib-
iting fast Axin2 waves. Importantly, dynamics of the Notch target
gene lunatic fringe (Lfng) (Figure 2B), visualized by the reporter
mouse line LuVeLu (Aulehla et al., 2008), differed markedly
from Axin2T2A dynamics (Figure 2A). While Axin2T2A and
LuVeLu waves showed similar periods (Figure 2C), LuVeLu
waves traversed the mPSM significantly slower than Axin2
waves (Figures 2D and S2A–S2G). Additional quantification
with a knockin line we generated for Lfng, Lfng-T2A-VenusPEST,
showed oscillation dynamics that were indistinguishable from
LuVeLu, indicating that our quantification was not biased by
the choice of reporter strategy (data not shown). As Axin2T2A

and LuVeLu waves exhibit different velocities, these waves
necessarily change their phase relation along the mPSM.
To directly assess the modulation of the phase shift within the

PSM, we performed simultaneous imaging of ex vivo cultures
expressing both Notch and Wnt reporter (i.e., LuVeLu and lucif-
erase-tagged reporter Axin2T2A-Luci). In agreement with previ-
ous static data (Aulehla et al., 2003; Dequéant et al., 2006; Krol
et al., 2011), Wnt and Notch signaling reporters oscillated out
of phase in posterior mPSM (center of ex vivo culture) (Figures
2E andS2H). In contrast, we found that in the anterior mPSM (pe-
riphery of ex vivo culture), Wnt and Notch signaling oscillations
occurred in-phase, in a region preceding the abrupt slowing
down of Axin2T2A-Luci waves—and, hence, the onset of
Mesp2 expression (Figures 2F and S2I, see also Figure 1F).
These findings are, in principle, compatible with a mechanism

in which the local phase shift between oscillatory Wnt and Notch
signaling in the PSM encodes information for mesoderm seg-
mentation. Thus, we decided to develop an experimental system
that allows for directly testing the possible function of this local
Wnt/Notch phase shift in PSM segmentation.
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Figure 2. Quantification of Wnt and Notch
Signaling Reporter Oscillations Reveals
Changing Phase Shift from Posterior to
Anterior mPSM
(A and B) Fluorescence intensity kymographs of

ex vivo cell culture assays using Wnt signaling

reporter Axin2T2A (A) or Notch signaling reporter

LuVeLu (B) (the same kymographs and brightfield

images of the cultures are shown in Figure S2).

Fluorescence intensity is color-coded indepen-

dently for each kymograph.

(C) Quantification of posterior oscillation periods

in Axin2T2A or LuVeLu reveals no significant dif-

ference (p = 0.2).

(D) Inverse velocity was quantified based on

phase kymographs. LuVeLu waves were signifi-

cantly slower than Axin2T2A waves (p = 0.0016).

For comparison, quantification of the fourth wave

during the segmentation cycle of the 2D ex vivo

culture (Lauschke et al., 2013) is depicted (see

Figure S2G for further analysis). Error bars in (C)

and (D) indicate SEM.

(E) Quantification (detrending, normalization) of

Axin2T2A-Luci (magenta) and LuVeLu (cyan) re-

porter activity in ex vivomPSM assay at beginning

of culture. Note that only posterior PSM cells are

used togenerateexvivocultures so thatoscillations

detected at beginning of cultivation period repre-

sent exclusively posterior PSM cells (Lauschke

et al., 2013). (Reporter signal was quantified in re-

gion of interest [yellow circle] shown in Figure S2H.)

(F) Quantification of detrended, normalized

Axin2T2A-Luci and LuVeLu reporter signal in

anterior region of ex vivo assay using Axin2T2A-

Luci (magenta) and LuVeLu (cyan) double-positive

samples. (Oscillations were obtained by deter-

mining reporter signal along the line in the kymo-

graph of anterior mPSM in Figure S2I.) This reveals

that preceding the abrupt decrease in Axin2T2A

wave velocity, which marks future segment

boundaries (see Figure 1C and 1G for onset of

Mesp2), Axin2T2A and LuVeLu oscillate in phase.

Cell 172, 1079–1090, February 22, 2018 1081

• Ex vivo cultured mouse PSM cells 
produce kinematic waves and 
segments. 

• Both Notch and Wnt oscillate and 
produce kinematic waves. 

 Lfng-VenusYFP

Phase-shift model of segmentation

Sonnen et al. and A. Aulehla, Cell 172, 1079–1090 (2018)

Wnt signalling Notch signalling
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• Using microfluidic, entrainment of Wnt and Notch 
oscillations by drugs that activate Wnt (Chiron) or 
inhibit Notch (DAPT). 

• Cross-entrainment between two oscillators. 

DMSO pulses did not synchronize oscillations (Data S2A and
S2B). Under these conditions, Wnt and Notch signaling
oscillations occurred in-phase in anterior mPSM (Figures 5A–
5D), as in control samples (Figure 2F). In contrast, when we
applied external drug pulses simultaneously using the same,
otherwise unchanged treatment conditions (again for 30 min
and at 130 min intervals), Wnt and Notch signaling oscillations
now occurred in anti-phase in the anterior mPSM (Figures 5E–
5H, Data S2C and S2D). Notably, similarly to single-pathway
entrainment experiments, concomitant entrainment of both
Notch and Wnt signaling oscillations did not cause an
observable effect on overall signaling levels: neither amplitude
nor absolute levels of Notch and Wnt signaling reporters were
significantly changed in comparison to control samples
(Figure S5).

Thus, by entraining both pathways in parallel, we were able to
overcome the intrinsic coupling between the pathways. In effect,
this approach enabled us to specifically change the relative
timing, i.e., the phase shift, betweenmultiple oscillating signaling
pathways.
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Figure 4. Wnt Signaling Oscillations Are
Linked to Notch Signaling Oscillations
(A) Scheme of experimental setup. Periodic

pulses of Notch signaling inhibitor DAPT (2 mM)

were applied to mPSM ex vivo cultures and

endogenous Axin2T2A oscillations were de-

tected.

(B–E) Entrainment of Axin2T2A oscillations to pe-

riodic pulses of the Notch inhibitor DAPT (2mM):

(B and D) Quantification of (detrended, normal-

ized) Axin2T2A signal in anterior mPSM reveals

oscillations in control (B) and DAPT-treated sam-

ples (D). Experiments (N = independent experi-

ments, n = individual samples) were combined

using the external force (gray bars) as an objective

time reference.

(C and E) Phase-phase plots of the phase relation

between endogenous rhythm (Axin2T2A) and

external periodic force (control: DMSO pulses [C],

treatment: DAPT pulses [E]). Density of points

within the plots is color-coded.

(F) Mean reporter activity (black line) and SD (gray

shading) of Axin2T2A oscillations shown in (D) and

LuVeLu oscillations shown in Figure 3F reveal in-

phase oscillations in anterior mPSM upon

entrainment with DAPT pulses (N = independent

experiments, n = individual samples).

(G) Representative Axin2T2A fluorescence in-

tensity kymographs of DMSO control- (left panel)

and DAPT-treated mPSM ex vivo cultures (right

panel). Fluorescence intensity is color-coded.

(See Data S1B for full timeseries data.)

Phase Relationship between Wnt
and Notch Signaling Oscillations in
Anterior PSM Is Critical for Proper
Segmentation
Our approach therefore enabled us for
the first time to directly address whether
the local phase shift between Wnt and

Notch signaling oscillations in anterior PSM would be of func-
tional significance.
Entrainment with alternating pulses of Chiron andDAPT, which

led to in-phase Wnt and Notch signaling oscillations in anterior
mPSM (Figure 5D), did not cause an observable phenotype in
segmentation compared to DMSO controls (Figure 6). However,
entraining the endogenous rhythms with simultaneous pulses of
Chiron and DAPT, resulting in anti-phase Wnt and Notch
signaling oscillations in anteriormPSM (Figure 5H), led to a robust
segmentation phenotype (Figure 6). First, we found that the arrest
of oscillations in anterior mPSM did not occur on time, and thus,
mPSM cells maintained their oscillatory state significantly longer
compared to control mPSM cells (Figures 6A–6C). Furthermore,
anti-phase Wnt and Notch signaling oscillations impaired phys-
ical segment formation (Figures 6D–6F). This is the first direct ev-
idence that experimental modulation of the Wnt/Notch phase
shift is sufficient to control the arrest of oscillations in the anterior
PSM, hence perturbing mesoderm segmentation.
To further characterize the observed phenotype, we per-

formed a molecular analysis of several segment markers upon

1084 Cell 172, 1079–1090, February 22, 2018

DMSO pulses did not synchronize oscillations (Data S2A and
S2B). Under these conditions, Wnt and Notch signaling
oscillations occurred in-phase in anterior mPSM (Figures 5A–
5D), as in control samples (Figure 2F). In contrast, when we
applied external drug pulses simultaneously using the same,
otherwise unchanged treatment conditions (again for 30 min
and at 130 min intervals), Wnt and Notch signaling oscillations
now occurred in anti-phase in the anterior mPSM (Figures 5E–
5H, Data S2C and S2D). Notably, similarly to single-pathway
entrainment experiments, concomitant entrainment of both
Notch and Wnt signaling oscillations did not cause an
observable effect on overall signaling levels: neither amplitude
nor absolute levels of Notch and Wnt signaling reporters were
significantly changed in comparison to control samples
(Figure S5).

Thus, by entraining both pathways in parallel, we were able to
overcome the intrinsic coupling between the pathways. In effect,
this approach enabled us to specifically change the relative
timing, i.e., the phase shift, betweenmultiple oscillating signaling
pathways.
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Figure 4. Wnt Signaling Oscillations Are
Linked to Notch Signaling Oscillations
(A) Scheme of experimental setup. Periodic

pulses of Notch signaling inhibitor DAPT (2 mM)

were applied to mPSM ex vivo cultures and

endogenous Axin2T2A oscillations were de-

tected.

(B–E) Entrainment of Axin2T2A oscillations to pe-

riodic pulses of the Notch inhibitor DAPT (2mM):

(B and D) Quantification of (detrended, normal-

ized) Axin2T2A signal in anterior mPSM reveals

oscillations in control (B) and DAPT-treated sam-

ples (D). Experiments (N = independent experi-

ments, n = individual samples) were combined

using the external force (gray bars) as an objective

time reference.

(C and E) Phase-phase plots of the phase relation

between endogenous rhythm (Axin2T2A) and

external periodic force (control: DMSO pulses [C],

treatment: DAPT pulses [E]). Density of points

within the plots is color-coded.

(F) Mean reporter activity (black line) and SD (gray

shading) of Axin2T2A oscillations shown in (D) and

LuVeLu oscillations shown in Figure 3F reveal in-

phase oscillations in anterior mPSM upon

entrainment with DAPT pulses (N = independent

experiments, n = individual samples).

(G) Representative Axin2T2A fluorescence in-

tensity kymographs of DMSO control- (left panel)

and DAPT-treated mPSM ex vivo cultures (right

panel). Fluorescence intensity is color-coded.

(See Data S1B for full timeseries data.)

Phase Relationship between Wnt
and Notch Signaling Oscillations in
Anterior PSM Is Critical for Proper
Segmentation
Our approach therefore enabled us for
the first time to directly address whether
the local phase shift between Wnt and

Notch signaling oscillations in anterior PSM would be of func-
tional significance.
Entrainment with alternating pulses of Chiron andDAPT, which

led to in-phase Wnt and Notch signaling oscillations in anterior
mPSM (Figure 5D), did not cause an observable phenotype in
segmentation compared to DMSO controls (Figure 6). However,
entraining the endogenous rhythms with simultaneous pulses of
Chiron and DAPT, resulting in anti-phase Wnt and Notch
signaling oscillations in anteriormPSM (Figure 5H), led to a robust
segmentation phenotype (Figure 6). First, we found that the arrest
of oscillations in anterior mPSM did not occur on time, and thus,
mPSM cells maintained their oscillatory state significantly longer
compared to control mPSM cells (Figures 6A–6C). Furthermore,
anti-phase Wnt and Notch signaling oscillations impaired phys-
ical segment formation (Figures 6D–6F). This is the first direct ev-
idence that experimental modulation of the Wnt/Notch phase
shift is sufficient to control the arrest of oscillations in the anterior
PSM, hence perturbing mesoderm segmentation.
To further characterize the observed phenotype, we per-

formed a molecular analysis of several segment markers upon
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Figure 3. Microfluidic System Enables Entrainment of Signaling Oscillations to a Periodic External Force
(A) Schematic representation of the microfluidic setup consisting of a PDMS chip, perfused using several pumps, enabling on-chip mPSM ex vivo cultures

combined with simultaneous real-time imaging.

(B) General chip design showing one of the two cultivation chambers present on a microfluidic chip (top view). The depth of the chip is approximately 300 mm.

Inset depicts brightfield image of mPSM culture within microfluidic chip (scale bar of inset, 100 mm).

(C) Scheme of experimental setup. Periodic pulses of signaling pathway modulator were applied to mPSM ex vivo cultures, and endogenous signaling pathway

oscillations were detected. Dashed lines in representative fluorescence intensity kymographs of LuVeLu and Axin2T2A mPSM cultures depict the region cor-

responding to anterior mPSM, in which oscillations were measured for further analysis.

(legend continued on next page)
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respond by activating the MESP genes. This mechanism 
ensures the periodic and sequential activation of MESP 
genes in stripes that mark the future segmen t boundaries.

In mice, Mesp2 expression requires Notch signalling, 
and activation of Notch correlates with the stabilization 
of the NICD wave in an anterior PSM stripe that defines 
the future segment16,30,46,84–86. In zebrafish, Notch seems 
to control the expression of mespa but not mespb87,88. The 
role of the clock in the periodic bursts of Mesp2 expres-
sion is supported by the observation that in Hes7-mutant 
mice, the loss of NICD oscillations results in continuous 
Mesp2 expression, and thus no clear segmental bound-
ary is formed75. In mouse embryos, the anterior limit 
of the Mesp2 stripe is defined by the anterior expres-
sion boundary of the gene coding for the transcription  
factor TBX6 (REFS 30,86) (FIG. 3a). After being induced by 
TBX6, MESP2 induces in turn the degradation of TBX6 
protein and delimitates its next anterior boundary30. 
Consequently, this feedback loop demarcates the segmen-
tal border by making the posterior boundary of MESP2 
(segment N) correspond to the anterior boundar y of the 
next MESP2 stripe (segment N + 1) (FIG. 3a).

Positioning the posterior segment boundary. Evidence 
suggests that the FGF–ERK gradient has a role in the 
formation of the posterior boundary of MESP2 (FIG. 3a). 
If this pathway is perturbed through the addition of 
ligands or chemical inhibitors, the MESP2 expres-
sion domain can shift in chicken, fish and mouse 
embryos13,22,75,89. In mice, the expression domains of 
Mesp2 and phosphorylated ERK are mutually exclusive 
in the anterior PSM, where they form a clear interface 
that marks the determination front level75. Consistent 
with this, loss of FGF signalling in mouse mutants leads 
to a posterior expansion of the Mesp2 domain23,30,75. 
Notch and FGF targets initially cycle in phase in the pos-
terior PSM, but these oscillations become progressively 
out of phase, which results in a domain where Notch 
but not FGF–ERK is activated, and this enables Mesp2 
activation75.

In mice, the length of the PSM posterior oscilla-
tory domain can be expanded by overriding the pos-
terior WNT gradient through constitutive activation 
of WNT using non-degradable β-catenin or ectopic 
expression of WNT3A in the paraxial mesoderm14,49,73. 

Figure 3 | Formation of a segment.  a | Signalling model. Activation of mesoderm posterior 2 (Mesp2) is central to segment 
determination. In mice, Mesp2 is thought to be activated by Notch signalling (through Notch intracellular domain (NICD)) and 
T‑box transcription factor 6 (TBX6), and repressed by fibroblast growth factor (FGF)–phosphorylated ERK (pERK). Mesp2 is first 
expressed as a large stripe of one segment length, which defines the future segment boundaries. MESP2 induces the 
degradation of TBX6, leading to the definition of the anterior boundary of the next segment to be formed. During the next 
cycle, it becomes restricted to the anterior part of the future segment and suppresses Notch signalling, and thus determines 
the anteroposterior polarity of the segment. b | Theoretical models. In the standard model, the clock (orange) and wavefront 
(blue line) are independent entities that determine the segments. Only one phase of the clock (orange) triggers segment 
determination (pink), and the anteroposterior polarity is set subsequently; the position of the wavefront determines the 
position of the posterior boundary of a newly determined segment. In the two­phase model, the clock is arrested in cells that 
are hit by the wavefront. Both phases of the clock (dark orange and light orange stripes) determine half‑segments, and thus 
the anteroposterior polarity is set as segments are determined. The segment boundary position is set by the clock phases, 
which are only ‘recorded’ by the passage of the wavefront. A third model, the phase­shift model, proposes an interaction 
between the clock and the wavefront, as the clock activity influences the position of the wavefront. In mice, the wavefront 
is proposed to involve a pERK oscillator (purple) that shifts from the Notch oscillator (orange).
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Phase-shift model of segmentation

Sonnen et al. and A. Aulehla, Cell 172, 1079–1090 (2018)

entrainment. We found that the somite segmentation marker
Mesp2, which is controlled by FGF and Wnt signaling gradients
but is independent of oscillatory Notch or FGF signaling (Aulehla
et al., 2008; Niwa et al., 2011; Oginuma et al., 2008; Saga, 2012),
and its downstream target Ripply2 (Morimoto et al., 2007) were
expressed in samples entrained with alternating or simultaneous
pulses of Chiron and DAPT (Figures S6A and S6B). Moreover,
real-time imaging using a Mesp2 reporter showed that expres-
sion occurred on time even when the phase shift between Wnt
and Notch signaling oscillations was experimentally altered (Fig-
ures S6C–S6H). In contrast, we found that posterior-half
segment markers, such as Axin2 (Figures 1E and S6I–S6L)
and the homeobox gene Uncx4.1 (Figures S6A and S6B)
(Mansouri et al., 1997; Neidhardt et al., 1997), lost their expres-
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Figure 5. Experimental Modulation of Phase
Shift between Wnt and Notch Signaling Os-
cillations Using Microfluidics
(A–H) Quantification (detrending, normalization) of

LuVeLu (A and E) or Axin2T2A (B and F) signals in

mPSM samples cultured either with alternating

(A–C) or simultaneous pulses (E–G) of 2 mM DAPT

and 5 mM Chiron. All measurements were done in

anterior mPSM (see Figure 3C). Individual experi-

ments were aligned to each other using external

perturbations as objective time reference. Black

line depicts mean, gray shading depicts SD of

combined samples (N = independent experiments,

n = individual samples). (C and G) Phase-phase

plots of LuVeLu versus Axin2T2A oscillations upon

alternating (C) or simultaneous DAPT/Chiron pul-

ses (G). Density of points is color-coded. (D and H)

Schematic representation of phase relationship

between LuVeLu and Axin2T2A oscillations in

anterior mPSM upon alternating (D) or simulta-

neous (H) DAPT/Chiron pulses. (See Data S2 for

full timeseries of treatment with both simultaneous

and alternating drug pulses.)

sion in samples entrained with simulta-
neous pulses of Chiron and DAPT.
Thus, this indicates that despite Mesp2
expression, segment formation and
segment polarity were severely impaired
when the phase shift between Wnt and
Notch signaling oscillations was experi-
mentally altered (Figures 6D, 6F, and
S6). Combined, our data provide func-
tional evidence that the phase shift
between Wnt and Notch oscillations is
a critical factor during mesoderm
segmentation.

DISCUSSION

Here, we addressed the fundamental
question of how information for spatio-
temporal patterning during embryonic
development is encoded based on dy-
namic, oscillatory signals. To specifically

address the role of rhythm betweenWnt and Notch signaling os-
cillations, we developed a novel experimental approach that
combines quantitative real-time measurements with the ability
to experimentally control the timing between Wnt and Notch
signaling oscillations.

Entrainment of the Segmentation Clock Reveals Cross-
Talk between Wnt and Notch Signaling Oscillations
Using this quantitative approach, we first revealed that Notch
and Wnt signaling oscillations are functionally linked during
mouse mesoderm segmentation. Previous findings indicated
that the clock mechanism of Wnt signaling oscillations
might differ from that of Notch signaling oscillations, as for
instance knockout of the core clock component Hes7 abolished
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entrainment. We found that the somite segmentation marker
Mesp2, which is controlled by FGF and Wnt signaling gradients
but is independent of oscillatory Notch or FGF signaling (Aulehla
et al., 2008; Niwa et al., 2011; Oginuma et al., 2008; Saga, 2012),
and its downstream target Ripply2 (Morimoto et al., 2007) were
expressed in samples entrained with alternating or simultaneous
pulses of Chiron and DAPT (Figures S6A and S6B). Moreover,
real-time imaging using a Mesp2 reporter showed that expres-
sion occurred on time even when the phase shift between Wnt
and Notch signaling oscillations was experimentally altered (Fig-
ures S6C–S6H). In contrast, we found that posterior-half
segment markers, such as Axin2 (Figures 1E and S6I–S6L)
and the homeobox gene Uncx4.1 (Figures S6A and S6B)
(Mansouri et al., 1997; Neidhardt et al., 1997), lost their expres-
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Figure 5. Experimental Modulation of Phase
Shift between Wnt and Notch Signaling Os-
cillations Using Microfluidics
(A–H) Quantification (detrending, normalization) of

LuVeLu (A and E) or Axin2T2A (B and F) signals in

mPSM samples cultured either with alternating

(A–C) or simultaneous pulses (E–G) of 2 mM DAPT

and 5 mM Chiron. All measurements were done in

anterior mPSM (see Figure 3C). Individual experi-

ments were aligned to each other using external

perturbations as objective time reference. Black

line depicts mean, gray shading depicts SD of

combined samples (N = independent experiments,

n = individual samples). (C and G) Phase-phase

plots of LuVeLu versus Axin2T2A oscillations upon

alternating (C) or simultaneous DAPT/Chiron pul-

ses (G). Density of points is color-coded. (D and H)

Schematic representation of phase relationship

between LuVeLu and Axin2T2A oscillations in

anterior mPSM upon alternating (D) or simulta-

neous (H) DAPT/Chiron pulses. (See Data S2 for

full timeseries of treatment with both simultaneous

and alternating drug pulses.)

sion in samples entrained with simulta-
neous pulses of Chiron and DAPT.
Thus, this indicates that despite Mesp2
expression, segment formation and
segment polarity were severely impaired
when the phase shift between Wnt and
Notch signaling oscillations was experi-
mentally altered (Figures 6D, 6F, and
S6). Combined, our data provide func-
tional evidence that the phase shift
between Wnt and Notch oscillations is
a critical factor during mesoderm
segmentation.

DISCUSSION

Here, we addressed the fundamental
question of how information for spatio-
temporal patterning during embryonic
development is encoded based on dy-
namic, oscillatory signals. To specifically

address the role of rhythm betweenWnt and Notch signaling os-
cillations, we developed a novel experimental approach that
combines quantitative real-time measurements with the ability
to experimentally control the timing between Wnt and Notch
signaling oscillations.

Entrainment of the Segmentation Clock Reveals Cross-
Talk between Wnt and Notch Signaling Oscillations
Using this quantitative approach, we first revealed that Notch
and Wnt signaling oscillations are functionally linked during
mouse mesoderm segmentation. Previous findings indicated
that the clock mechanism of Wnt signaling oscillations
might differ from that of Notch signaling oscillations, as for
instance knockout of the core clock component Hes7 abolished
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• Entraining the endogenous rhythms with 
simultaneous pulses of Chiron and DAPT, 
resulted in anti-phase Wnt and Notch signalling 
oscillations in anterior PSM, and led to 
segmentation defects. 

• Relative timing of Wnt and Notch signaling 
oscillations is critical for segmentation.
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From time encoding to space decoding

• Ex vivo cultured mouse PSM cells 
produce kinematic waves and 
segments. 

• There is a phase shift between 
neighbouring cells and a phase 
gradient across the PSM. 

• Scaling of segmentation based on phase-gradient encoding

gradient in the mPSM (Supplementary Fig. 5). Measuring the phase
difference between the most posterior and most anterior oscillating
mPSM positions yields the total phase-span present in the mPSM,
equivalent to the phase-gradient amplitude. Importantly, we found
this amplitude to be constant, close to 2p rad, irrespective of mPSM
lengths (Fig. 3c). Having a constant gradient amplitude means that the
slope of the phase-gradient (LQ=Lx, in which x denotes length), the
phase difference between mPSM cells, is inversely proportional to
mPSM length and segment size. In other words, larger samples show
a shallower phase gradient and thus less phase differences between
mPSM cells than small samples (Fig. 3d). Such a gradient behaviour
can fully account for scaling, as suggested previously20. Accordingly,

we find that independent of the mPSM length, a newly formed seg-
ment spans ,21% of the mPSM phase gradient (Fig. 3a, d).

Our results identify two predictive parameters, the phase-wave
velocity (v) and the slope of the phase-gradient (LQ=Lx), that scale
to mPSM length and segment size (Fig. 3b, c). These parameters are
interconnected by the following relationship: v~LQ=Lt=LQ=Lx

21, in
which LQ=Lt is the oscillation frequency. To dissect the part that each
parameter plays during the scaling process, we performed temperature-
shift assays. In zebrafish it has been previously shown that a change in
temperature influences the rate of segmentation without, however, alter-
ing segment sizes22. We found a similar result in the mouse mPSM ex
vivo cell culture model; segmentation proceeded more slowly at 33 uC,
yet segment sizes remained unchanged and followed the iden-
tical correlation to mPSM length as at 37 uC (Fig. 3e). To test which
of the two predictive parameters we identified, v and LQ=Lx, can
account for temperature-invariant segment sizes, we quantified oscil-
lation dynamics in the temperature-shift assay. First, we found
that the overall oscillation period (T) was altered by temperature
(T37uC 5 137.4 min 6 7.3 s.d., n 5 16; T33 uC 5 193.4 min 6 14.4 s.d.,
n 5 3). In addition, we found that although the phase-wave velocity
(v) still correlated with mPSM size (Fig. 3f), overall, v was significantly
decreased at lower temperature (Fig. 3f). Therefore, phase-wave velocity
(v) cannot individually account for temperature-invariant segment size
definition.

By contrast, we found that the phase-gradient amplitude remains
constant at 2p rad in samples grown at 33 uC (Fig. 3g). This indicates
that the phase-gradient slope (LQ=Lx) is predictive for segment sizes in
a temperature-independent manner.

Our findings thus provide strong evidence that a crucial parameter
for segment size definition is encoded at the level of phase differences
between PSM cells, supporting the general concept that temporal
order, that is, a phase gradient, can provide spatial information for
embryonic patterning23.

In principle, the mechanism underlying phase-gradient scaling
could rely on sensing global mPSM length, for instance, by integrating
signals from opposing signalling gradients24. Indeed, such opposing
signalling gradients have been previously identified within the PSM12.
To test this possibility, we analysed our ex vivo cell culture assay during
the initial culture period (,20 h of culture). Using both morphological
and molecular data, we found that at these early time points, only
an incomplete mPSM showing uniquely a posterior, undifferentiated
mPSM identity, was present (Supplementary Fig. 6). Accordingly,
anterior mPSM molecular markers, such as Mesp2 and Aldh1a2, are
not yet expressed. Moreover, all cells retain oscillatory activity and
segments do not form during the first 20 h of culture. Analysis of
the phase-gradient amplitude within the incomplete mPSM showed
that it measured clearly less than 2p rad (Supplementary Fig. 7).
Importantly, even in the incomplete mPSM and thus in absence of
an anterior, opposing gradient, we identified clear evidence for phase-
gradient scaling (Fig. 4). Thus, we found that the phase-gradient slope
changed exponentially throughout the culture, irrespective of whether
a complete mPSM was present or not (Fig. 4b). This suggests the
presence of a single underlying mechanism that functions indepen-
dently of opposing mPSM-signalling gradients.

We then analysed phase-wave velocities within the incomplete
mPSM. To this end, we determined the virtual mPSM lengths at which
a phase-gradient amplitude of 2p rad, the value that we found to be
characteristic for a complete mPSM, is reached (Supplementary Fig. 7
and Fig. 4a). We found that phase-wave velocities are linearly propor-
tional to these projected mPSM lengths (Fig. 4a, inset). Crucially, the
correlation is nearly identical to the one found at later time points,
when velocities can be compared to de facto, complete mPSM lengths
(Fig. 4a, inset).

Such a scaling behaviour is markedly different from other examples
of scaling2,6, as it does not rely on measuring global mPSM size and
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Figure 3 | Quantification of segment sizes and oscillation dynamics reveals
scaling behaviour due to a fixed phase gradient amplitude.
a–c, e–g, Experiments were performed at either 37 uC (a–c) or 33 uC
(e–g). a, Scatter plot of segment widths and length of mPSM from which they
form indicates a linear correlation (P , 0.0001, n 5 26 segments; n 5 5
samples). b, The velocity of kinematic waves shows a linear correlation to the
length of mPSM in which they occur (P , 0.0001, n 5 42 waves; n 5 7
samples). As a result, the total time required for a kinematic wave to travel
entirely through mPSM of different lengths (time of flight, tTOF) remains
constant (tTOF 5 128 min). c, Quantification of the phase-gradient amplitude
within mPSM of different lengths: the total amplitude (y axis) is constant
(2.04p6 0.21p rad, mean 6 s.d., n 5 22), irrespective of variations in mPSM
length (x axis). d, Scheme illustrating effect of fixed phase-gradient amplitude
in samples of differing size: the total phase span remains constant despite
changes in total length, and thus the phase distribution is proportionally
adjusted. As a consequence, proportional segments contain the same phase
span. e, At 33 uC, segment widths show a linear correlation with mPSM length
and the regression coefficient is indistinguishable from the correlation found at
37 uC (dashed line; P 5 0.509, n 5 13 segments; n 5 4 samples). f, The
regression coefficient between kinematic wave velocities and mPSM length is
significantly altered after a temperature shift from 37 uC to 33 uC (P , 0.001,
n 5 16 waves; n 5 3 samples). g, Even at 33 uC, the phase-gradient amplitude
is constant (2.08p6 0.1p rad, n 5 10), and indistinguishable from that at
37 uC (P 5 0.45).
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• The amplitude of the phase gradient is 2π irrespective of tissue size. 
• Therefore, the phase gradient scales with tissue size. 

gradient in the mPSM (Supplementary Fig. 5). Measuring the phase
difference between the most posterior and most anterior oscillating
mPSM positions yields the total phase-span present in the mPSM,
equivalent to the phase-gradient amplitude. Importantly, we found
this amplitude to be constant, close to 2p rad, irrespective of mPSM
lengths (Fig. 3c). Having a constant gradient amplitude means that the
slope of the phase-gradient (LQ=Lx, in which x denotes length), the
phase difference between mPSM cells, is inversely proportional to
mPSM length and segment size. In other words, larger samples show
a shallower phase gradient and thus less phase differences between
mPSM cells than small samples (Fig. 3d). Such a gradient behaviour
can fully account for scaling, as suggested previously20. Accordingly,

we find that independent of the mPSM length, a newly formed seg-
ment spans ,21% of the mPSM phase gradient (Fig. 3a, d).

Our results identify two predictive parameters, the phase-wave
velocity (v) and the slope of the phase-gradient (LQ=Lx), that scale
to mPSM length and segment size (Fig. 3b, c). These parameters are
interconnected by the following relationship: v~LQ=Lt=LQ=Lx

21, in
which LQ=Lt is the oscillation frequency. To dissect the part that each
parameter plays during the scaling process, we performed temperature-
shift assays. In zebrafish it has been previously shown that a change in
temperature influences the rate of segmentation without, however, alter-
ing segment sizes22. We found a similar result in the mouse mPSM ex
vivo cell culture model; segmentation proceeded more slowly at 33 uC,
yet segment sizes remained unchanged and followed the iden-
tical correlation to mPSM length as at 37 uC (Fig. 3e). To test which
of the two predictive parameters we identified, v and LQ=Lx, can
account for temperature-invariant segment sizes, we quantified oscil-
lation dynamics in the temperature-shift assay. First, we found
that the overall oscillation period (T) was altered by temperature
(T37uC 5 137.4 min 6 7.3 s.d., n 5 16; T33 uC 5 193.4 min 6 14.4 s.d.,
n 5 3). In addition, we found that although the phase-wave velocity
(v) still correlated with mPSM size (Fig. 3f), overall, v was significantly
decreased at lower temperature (Fig. 3f). Therefore, phase-wave velocity
(v) cannot individually account for temperature-invariant segment size
definition.

By contrast, we found that the phase-gradient amplitude remains
constant at 2p rad in samples grown at 33 uC (Fig. 3g). This indicates
that the phase-gradient slope (LQ=Lx) is predictive for segment sizes in
a temperature-independent manner.

Our findings thus provide strong evidence that a crucial parameter
for segment size definition is encoded at the level of phase differences
between PSM cells, supporting the general concept that temporal
order, that is, a phase gradient, can provide spatial information for
embryonic patterning23.

In principle, the mechanism underlying phase-gradient scaling
could rely on sensing global mPSM length, for instance, by integrating
signals from opposing signalling gradients24. Indeed, such opposing
signalling gradients have been previously identified within the PSM12.
To test this possibility, we analysed our ex vivo cell culture assay during
the initial culture period (,20 h of culture). Using both morphological
and molecular data, we found that at these early time points, only
an incomplete mPSM showing uniquely a posterior, undifferentiated
mPSM identity, was present (Supplementary Fig. 6). Accordingly,
anterior mPSM molecular markers, such as Mesp2 and Aldh1a2, are
not yet expressed. Moreover, all cells retain oscillatory activity and
segments do not form during the first 20 h of culture. Analysis of
the phase-gradient amplitude within the incomplete mPSM showed
that it measured clearly less than 2p rad (Supplementary Fig. 7).
Importantly, even in the incomplete mPSM and thus in absence of
an anterior, opposing gradient, we identified clear evidence for phase-
gradient scaling (Fig. 4). Thus, we found that the phase-gradient slope
changed exponentially throughout the culture, irrespective of whether
a complete mPSM was present or not (Fig. 4b). This suggests the
presence of a single underlying mechanism that functions indepen-
dently of opposing mPSM-signalling gradients.

We then analysed phase-wave velocities within the incomplete
mPSM. To this end, we determined the virtual mPSM lengths at which
a phase-gradient amplitude of 2p rad, the value that we found to be
characteristic for a complete mPSM, is reached (Supplementary Fig. 7
and Fig. 4a). We found that phase-wave velocities are linearly propor-
tional to these projected mPSM lengths (Fig. 4a, inset). Crucially, the
correlation is nearly identical to the one found at later time points,
when velocities can be compared to de facto, complete mPSM lengths
(Fig. 4a, inset).

Such a scaling behaviour is markedly different from other examples
of scaling2,6, as it does not rely on measuring global mPSM size and

P
ha

se
 g

ra
di

en
t

am
pl

itu
de

 (r
ad

)

2π

3π

1π

NS

0 

20 

40 

60 

0 100 200 300 400 

0 

1 

2 

3 

0 100 200 300 400 

Ve
lo

ci
ty

 (μ
m

 m
in

–1
)

0 

20 

40 

60 

0 100 200 300 400 

S
eg

m
en

t w
id

th
 (μ

m
)

b

a

0 

1 

2 

3 

0 100 200 300 400 
mPSM length (μm)

mPSM length (μm) mPSM length (μm)

e

f

R2 = 0.89737 R2 = 0.63104 

R2 = 0.5861 R2 = 0.53219 

c g

NS

***

d

0π rad

2π rad

mPSM length

0π rad

2π rad

mPSM length

S
eg

m
en

t w
id

th
 (μ

m
)

0 100 200 300 400 0 100 200 300 400 

Ve
lo

ci
ty

 (μ
m

 m
in

–1
)

mPSM length (μm)

mPSM length (μm)

P
ha

se
 g

ra
di

en
t

am
pl

itu
de

 (r
ad

)

2π

3π

1π

mPSM length (μm)

Figure 3 | Quantification of segment sizes and oscillation dynamics reveals
scaling behaviour due to a fixed phase gradient amplitude.
a–c, e–g, Experiments were performed at either 37 uC (a–c) or 33 uC
(e–g). a, Scatter plot of segment widths and length of mPSM from which they
form indicates a linear correlation (P , 0.0001, n 5 26 segments; n 5 5
samples). b, The velocity of kinematic waves shows a linear correlation to the
length of mPSM in which they occur (P , 0.0001, n 5 42 waves; n 5 7
samples). As a result, the total time required for a kinematic wave to travel
entirely through mPSM of different lengths (time of flight, tTOF) remains
constant (tTOF 5 128 min). c, Quantification of the phase-gradient amplitude
within mPSM of different lengths: the total amplitude (y axis) is constant
(2.04p6 0.21p rad, mean 6 s.d., n 5 22), irrespective of variations in mPSM
length (x axis). d, Scheme illustrating effect of fixed phase-gradient amplitude
in samples of differing size: the total phase span remains constant despite
changes in total length, and thus the phase distribution is proportionally
adjusted. As a consequence, proportional segments contain the same phase
span. e, At 33 uC, segment widths show a linear correlation with mPSM length
and the regression coefficient is indistinguishable from the correlation found at
37 uC (dashed line; P 5 0.509, n 5 13 segments; n 5 4 samples). f, The
regression coefficient between kinematic wave velocities and mPSM length is
significantly altered after a temperature shift from 37 uC to 33 uC (P , 0.001,
n 5 16 waves; n 5 3 samples). g, Even at 33 uC, the phase-gradient amplitude
is constant (2.08p6 0.1p rad, n 5 10), and indistinguishable from that at
37 uC (P 5 0.45).
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gradient in the mPSM (Supplementary Fig. 5). Measuring the phase
difference between the most posterior and most anterior oscillating
mPSM positions yields the total phase-span present in the mPSM,
equivalent to the phase-gradient amplitude. Importantly, we found
this amplitude to be constant, close to 2p rad, irrespective of mPSM
lengths (Fig. 3c). Having a constant gradient amplitude means that the
slope of the phase-gradient (LQ=Lx, in which x denotes length), the
phase difference between mPSM cells, is inversely proportional to
mPSM length and segment size. In other words, larger samples show
a shallower phase gradient and thus less phase differences between
mPSM cells than small samples (Fig. 3d). Such a gradient behaviour
can fully account for scaling, as suggested previously20. Accordingly,

we find that independent of the mPSM length, a newly formed seg-
ment spans ,21% of the mPSM phase gradient (Fig. 3a, d).

Our results identify two predictive parameters, the phase-wave
velocity (v) and the slope of the phase-gradient (LQ=Lx), that scale
to mPSM length and segment size (Fig. 3b, c). These parameters are
interconnected by the following relationship: v~LQ=Lt=LQ=Lx

21, in
which LQ=Lt is the oscillation frequency. To dissect the part that each
parameter plays during the scaling process, we performed temperature-
shift assays. In zebrafish it has been previously shown that a change in
temperature influences the rate of segmentation without, however, alter-
ing segment sizes22. We found a similar result in the mouse mPSM ex
vivo cell culture model; segmentation proceeded more slowly at 33 uC,
yet segment sizes remained unchanged and followed the iden-
tical correlation to mPSM length as at 37 uC (Fig. 3e). To test which
of the two predictive parameters we identified, v and LQ=Lx, can
account for temperature-invariant segment sizes, we quantified oscil-
lation dynamics in the temperature-shift assay. First, we found
that the overall oscillation period (T) was altered by temperature
(T37uC 5 137.4 min 6 7.3 s.d., n 5 16; T33 uC 5 193.4 min 6 14.4 s.d.,
n 5 3). In addition, we found that although the phase-wave velocity
(v) still correlated with mPSM size (Fig. 3f), overall, v was significantly
decreased at lower temperature (Fig. 3f). Therefore, phase-wave velocity
(v) cannot individually account for temperature-invariant segment size
definition.

By contrast, we found that the phase-gradient amplitude remains
constant at 2p rad in samples grown at 33 uC (Fig. 3g). This indicates
that the phase-gradient slope (LQ=Lx) is predictive for segment sizes in
a temperature-independent manner.

Our findings thus provide strong evidence that a crucial parameter
for segment size definition is encoded at the level of phase differences
between PSM cells, supporting the general concept that temporal
order, that is, a phase gradient, can provide spatial information for
embryonic patterning23.

In principle, the mechanism underlying phase-gradient scaling
could rely on sensing global mPSM length, for instance, by integrating
signals from opposing signalling gradients24. Indeed, such opposing
signalling gradients have been previously identified within the PSM12.
To test this possibility, we analysed our ex vivo cell culture assay during
the initial culture period (,20 h of culture). Using both morphological
and molecular data, we found that at these early time points, only
an incomplete mPSM showing uniquely a posterior, undifferentiated
mPSM identity, was present (Supplementary Fig. 6). Accordingly,
anterior mPSM molecular markers, such as Mesp2 and Aldh1a2, are
not yet expressed. Moreover, all cells retain oscillatory activity and
segments do not form during the first 20 h of culture. Analysis of
the phase-gradient amplitude within the incomplete mPSM showed
that it measured clearly less than 2p rad (Supplementary Fig. 7).
Importantly, even in the incomplete mPSM and thus in absence of
an anterior, opposing gradient, we identified clear evidence for phase-
gradient scaling (Fig. 4). Thus, we found that the phase-gradient slope
changed exponentially throughout the culture, irrespective of whether
a complete mPSM was present or not (Fig. 4b). This suggests the
presence of a single underlying mechanism that functions indepen-
dently of opposing mPSM-signalling gradients.

We then analysed phase-wave velocities within the incomplete
mPSM. To this end, we determined the virtual mPSM lengths at which
a phase-gradient amplitude of 2p rad, the value that we found to be
characteristic for a complete mPSM, is reached (Supplementary Fig. 7
and Fig. 4a). We found that phase-wave velocities are linearly propor-
tional to these projected mPSM lengths (Fig. 4a, inset). Crucially, the
correlation is nearly identical to the one found at later time points,
when velocities can be compared to de facto, complete mPSM lengths
(Fig. 4a, inset).

Such a scaling behaviour is markedly different from other examples
of scaling2,6, as it does not rely on measuring global mPSM size and
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Figure 3 | Quantification of segment sizes and oscillation dynamics reveals
scaling behaviour due to a fixed phase gradient amplitude.
a–c, e–g, Experiments were performed at either 37 uC (a–c) or 33 uC
(e–g). a, Scatter plot of segment widths and length of mPSM from which they
form indicates a linear correlation (P , 0.0001, n 5 26 segments; n 5 5
samples). b, The velocity of kinematic waves shows a linear correlation to the
length of mPSM in which they occur (P , 0.0001, n 5 42 waves; n 5 7
samples). As a result, the total time required for a kinematic wave to travel
entirely through mPSM of different lengths (time of flight, tTOF) remains
constant (tTOF 5 128 min). c, Quantification of the phase-gradient amplitude
within mPSM of different lengths: the total amplitude (y axis) is constant
(2.04p6 0.21p rad, mean 6 s.d., n 5 22), irrespective of variations in mPSM
length (x axis). d, Scheme illustrating effect of fixed phase-gradient amplitude
in samples of differing size: the total phase span remains constant despite
changes in total length, and thus the phase distribution is proportionally
adjusted. As a consequence, proportional segments contain the same phase
span. e, At 33 uC, segment widths show a linear correlation with mPSM length
and the regression coefficient is indistinguishable from the correlation found at
37 uC (dashed line; P 5 0.509, n 5 13 segments; n 5 4 samples). f, The
regression coefficient between kinematic wave velocities and mPSM length is
significantly altered after a temperature shift from 37 uC to 33 uC (P , 0.001,
n 5 16 waves; n 5 3 samples). g, Even at 33 uC, the phase-gradient amplitude
is constant (2.08p6 0.1p rad, n 5 10), and indistinguishable from that at
37 uC (P 5 0.45).
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Figure 1 | An ex vivo cell culture model for gene
activity oscillations. a–c, Schematic
representation of a mouse embryo at embryonic
day (E)10.5 (a) illustrating the experimental set-up
for in vivo fluorescence imaging (b, c) of LuVeLu
activity18. A posterior embryo fragment including
the PSM was used. Dashed red line in a shows the
level of the cut. d–f, Ex vivo cell culture assay, in
which the tail bud mesoderm was isolated (solid
blue line in a). For the time series of real-time
imaging experiments (b, d), a subregion is
magnified (shown at the top right) to exemplify the
changes in intensity. The expression patterns at
successive time points (times indicated in minutes)
are projected into the last thumbnail. b, Note
periodic activity waves, sweeping from posterior to
anterior PSM. c, Kymograph along the PSM (arrow
in first frame of b) showing spatial (y axis) and
temporal (x axis) quantifications (intensity colour-
coded), depicting regular oscillations and activity
waves from posterior to anterior. d, For the ex vivo
assay, real-time imaging reveals LuVeLu reporter
activity waves that progress in a central–peripheral
direction. e, The intensity within the magnified
region in d is plotted over time. f, Kymograph
based on quantification along the arrow depicted in
d; regular pulses and waves in intensity are seen
over the entire course of the ex vivo culture.
g, Quantification of oscillation period in in vivo
experiments and ex vivo cell culture assays shows
that there is no significant difference (P 5 0.64,
n 5 12 for in vivo PSM, n 5 16 for ex vivo cultures).
Errors bars denote s.d.; NS, not significant. All scale
bars, 100mm.
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Figure 2 | Molecular and morphological analysis of the ex vivo cell culture
model using in situ hybridization after 18–24 h of culture. a, b, The Wnt-
target gene T (a) and the Fgf-target gene Dusp4 (b) are expressed centrally.
c, Mesp2, indicative for the onset of mesoderm differentiation, is activated in the
periphery of the cell culture assay. d, Bright-field image indicating segment
formation. e, Magnification of region indicated by the red box in d, showing

sharp boundaries between segments. S1–S3 denote segments in the order of
formation. f, Scheme illustrating overall reorganization of the embryonic
anterior–posterior axis in a central–peripheral direction. Wnt- and Fgf-target
genes are upregulated centrally and downregulated peripherally, the inverse is
true for the retinoic acid (RA) target gene Aldh1a2 (Supplementary Fig. 6). LPSM

denotes length of PSM; Lseg denotes width of one segment. All scale bars, 100mm.
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• Time can be encoded locally and globally in variety of ways: 
Chemical systems (diffusion, trigger wave), mechanical systems (advection, material properties) 
Importance of energetics/metabolism. 

• How is temporal information decoded? 
Signalling: information decoded in dynamics of signal.  

— signal duration 
— signal frequency 
— signal burst counts etc 

Mechanical deformation in morphogenesis: information decoded through comparison of 
different time scales.  

— eg. deformation and viscous relaxation, or growth and relaxation.  
Developmental patterning  

— The segmentation clock: decoding time to encode space  
— Neuronal identity: temporal encoding of transcription factor series.  

Conclusions


