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Figure 12.11

Fidelity in protein synthesis. Many differ-
ent species of tRNA are competing for the
same site within the ribosome. Only one
of those species is the correct one.
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equilibrium, where, depending upon concentrations and interaction energies,
the system adopts a distribution of all products and reactants, as shown in
Figure 12.13(A). The second example shown in Figure 12.13(B) is very familiar
from biological cartoons in which a specific linear order of processes unfolds.
The distinction between these two examples is revealed by an everyday analogy
of what has been called “socks before shoes” kinetics, as shown in Figure 12.14.
The final example in Figure 12.13(C) is branched assembly, such as the assem-
bly of viruses, shown in Figure 12.15. In this case, several parts must ultimately
be put together in some order, and each of the pieces to that eventual assembly
themselves assemble by some linear pathway.

In processes such as the assembly of the ribosome or viruses, there is a
definite and required progression. Recall that the ribosome is an enormous
macromolecular complex with a mass in excess of 2 MDa and consisting of
both RNA and proteins. The two primary rRNAs are complemented by on the
order of 50 distinct proteins that together make the protein factory responsi-
ble for polypeptide bond formation. Interestingly, as the result of the constant
labors of generations of researchers and techniques, the ribosome is known to
assemble according to a strict molecular ballet.

Perhaps even more amazing is the sequential assembly of the bacterial
viruses known as bacteriophages, shown in Figure 12.15. For tailed bacterio-
phages like that illustrated, we see that the capsid and the tail structure are
assembled independently, and only after the DNA genome has been packaged
into the capsid does the tail get added to the virion.

Many of the conformational changes that drive cellular responses like those
described in the previous few sections of this chapter are effectively irreversible.
We have seen other examples throughout the book, as well. For example, the
Janus transcription factors described in chapter 8 (p. 299) behave as activators or
repressors depending upon the cleavage (essentially irreversible) of part of the
protein. Similarly, as we saw in our discussion of nucleosomes, their free-energy
landscape can be altered through the action of energy-consuming enzymes that
impose posttranslationalmodifications that send the protein into some “perma-
nent” different conformational state that can be undone only through the action
of some other energy-consuming process.
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phosphorylate SMAD1/5/8 effector proteins (as well as non-ca-
nonical targets) to regulate downstream genes. Although ligands
differ in the type I and type II receptors that they bind and signal
through (David and Massagué, 2018; Shimasaki et al., 2004),
receptor preferences as currently understood cannot explain
key functional differences between ligands. For instance,
BMP9 and BMP10 exhibit similar preferences for some recep-
tors (David et al., 2007) but behave non-equivalently, as dis-
cussed above (Chen et al., 2013). Moreover, BMP receptors
are expressed in combinations (Figure 1B), compete with one
another for binding to ligands, and generate complex functional
responses to ligand combinations, all of which make it difficult to
predict the distribution of signaling complexes and thereby the
overall pathway activity, from qualitative affinity preferences
alone (Antebi et al., 2017).
To address these issues, we sought to map the combinatorial

effects of ligands and, more specifically, to identify groups of
ligands that function equivalently, across different cell contexts.
We define two ligands as equivalent (interchangeable) if they
exhibit similar individual activation strengths and interactions
with all other ligands. (Analogous to the convention for drug
interactions, we will use the term ‘‘ligand interactions’’ to refer
to non-additive responses to ligand combinations, without
implying direct molecular interaction between the ligands.) To
determine ligand equivalence in a given cell context, we can
measure responses to BMP pairs and cluster ligands into
‘‘equivalence groups’’ based on the similarity of their pairwise
interactions (Figure 1C). Repeating these measurements in
different cell types can further reveal how equivalence groups
vary between developmental contexts. Although previous work
identified pairwise responses among a few BMPs, the full set
of pairwise interactions is necessary to determine this equiva-
lence structure. (Ligand equivalence groups, which are defined
here, are distinct from equivalence groups in development,

which describe groups of cells with the same fate potential
[Greenwald and Rubin, 1992].)
This approach was inspired by previous work showing that

pairwise analysis of mutations can efficiently reveal the structure
of gene modules and protein functions (Costanzo et al., 2016;
Schwikowski et al., 2000; Segrè et al., 2005) and that pairwise
analysis of antibiotics can similarly classify them into groups
with similar biochemical mechanisms of action (Yeh et al.,
2006). In these studies, clusters of genes or drugs are defined
by patterns in phenotypic, pairwise responses and are shown
to emerge from underlying features of the interacting compo-
nents. Similarly, in the case of BMP signaling, we reasoned
that equivalence groups could emerge from subtle or unknown
differences in the biochemical properties of different ligands.
Equivalence groups could thus empirically distill the functional
consequences of unknown parameters, constrain mathematical
models of underlying components and interactions, and provide
a useful framework for classification and prediction.
Here, we analyzed pairwise combinations of ten of the best-

characterized BMP ligands across multiple receptor contexts.
This analysis classifies the ten ligands into a smaller number of
equivalence groups. Further, we show that these equivalence
groups reorganize depending on the receptor expression profile
of the signal-receiving cell, helping to explain context-dependent
effects in development. Finally, to understand how the observed
combinatorial ligand responses could emerge from underlying
molecular features of the pathway, we fit the full data set to a
simplified mathematical model of competitive ligand-receptor
interactions. This analysis shows how contextual, combinatorial
BMP responses can emerge from the interplay between the af-
finities that govern signaling complex formation and the specific
phosphorylation activities of the resulting complexes. Together,
these results reveal the combinatorial and contextual logic of
BMP signaling and provide a framework for understanding other

Figure 1. BMP ligands can be classified by
their pairwise interactions
(A) BMP ligands (colored petal shapes) bind type I

and type II receptors to form signaling com-

plexes. Active signaling complexes phosphorylate

SMAD1/5/8 transcription factors, which trans-

locate to the nucleus to activate endogenous gene

targets. Promiscuous ligand-receptor interactions

enable the formation of a wide variety of potential

signaling complexes. The dimeric nature of the

ligands allows each to recruit up to two type I and

two type II receptors simultaneously.

(B) Bulk RNA-seq data sets of various mouse

tissues, compiled in Lachmann et al. (2018), show

that BMP ligands, type I receptors, and type II

receptors are often expressed (i.e., Kallisto pseu-

docounts > 0) as combinations (i.e., 2 or more).

(C) Systematic measurements of individual and

pairwise responses (left) can cluster BMP ligands

(middle) into equivalence groups (right). Ligands in

the same equivalence group interact in similar

ways (synergistic, additive, antagonistic, or sup-

pressive) with other ligands and have the same

individual strength.
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Plan

1. General features of chemical information encoding and decoding 
2. Case study 1: The genetic code 
3. Case study 2: Transcriptional regulatory code 
4. Case study 3: Signalling codes 
5. Case study 4: Adhesion codes 
6. Conclusions
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Communication, Information, Codes in Humans

My name is Samuel 
Morse

Samuel Morse (1791-1872)

1. Encoded 
2. Sent (sender) 
3. Transmitted (via electric signals) 
4. Interpreted (receiver)

• Information is:

• Information flows: 

encoding

decoding

transmission



4
Thomas LECUIT   2024-2025

Communication, Information, Codes in Humans

My name is Samuel 
Morse

1. Encoded 
2. Sent (sender) 
3. Transmitted (via electric signals) 
4. Interpreted (receiver)

• Information is:

encoding

decoding

transmission
• A code is used as an intermediate between two 

forms of information 
• A code transforms an information into another.  
• In other words, a code changes a 

representation into another one. 
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Figure 4.11

The molecular circuit that drives chemotaxis. The circuit can be conceptually divided into three modules: the sensor module, the
transduction module, and the actuator module (top to bottom). In the sensor module, chemoreceptors at the cell membrane detect
chemoattractants. The binding of chemoattractants sets off a signaling cascade in the transduction module that culminates in the
phosphorylation of the messenger molecule CheY. In the actuator module, the interaction of CheY-P with the flagellar motor alters the
frequency of the change in rotation direction of the flagellar motor. Adapted fromMcAdams, Srinivasan, and Arkin (2004).

chemotaxis detection system to reset its concentration setpoint in the process
of adaptation.

One of the most important aspects of the chemotaxis circuitry is that nearly
all the molecular players are subject to posttranslational modifications, as
shown in Figure 4.13. The chemoreceptors themselves, as part of the critical
process of adaptation, have multiple methylation sites that, as we will see, when
modified by the addition or removal of a methyl group can be thought of as
modifying one of the key parameters (!ϵ) in the MWC description of these
molecules, thus changing the relative equilibrium of the inactive and active
states of the receptor. These methyl groups are added to the chemoreceptors
by the enzyme CheR. The soluble response regulator CheY has different levels
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Biological Information is mostly chemical

Reading and decoding information from the environment during chemotaxis
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Figure 4.16: Mechanism of bacterial chemotaxis. (A) Many bacteria including
E. coli are equipped with flagella. The helical flagellar filaments are turned
by a motor embedded in the cell’s wall and membranes. (B) When all of the
flagellar motors on an individual cell are rotating counterclockwise the filaments
bundle together and the bacterium moves e�ciently in a straight line called a
run. When the motors reverse direction and spin clockwise the flagellar bundle
flies apart and the bacterium rotates in an apparently random manner called
a tumble. Over long distances bacterial trajectories appear as run segments
arranged at random angles to one another at junctures where a tumble event
occurred. (C) The switching of the motor from counterclockwise to clockwise
rotation, and hence the switching of the behavior from running to tumbling can
be controlled by the presence of small molecules in the bacterium’s environ-
ment. These molecules bind to receptors that then induce phosphorylation of a
signaling protein which in turn binds to and a↵ects the mechanics of the motor.
(D) Tuning of swimming behavior by small molecules can cause the bacterium
to swim either towards desirable food sources, such as sugars or amino acids, or
away from noxious toxins.
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Fig. 1 Digital plots of the displacement of a wild type bacterium, A W405, and a generally nonchemotactic mutant, cheC 497, at the rate of 
12.6 words (data points) per second. Tracking began at the points indicated by the large dots. The plots are planar projections of three-
dimensional paths. If the left and upper panels of each figure are folded out of the page along the dashed lines, the projections appear in 
proper orientation on three adjacent faces of a cube. The cultures were grown in a minimal salts medium on glycerol, threonine, leucine, 
and histidine, as described by Hazelbauer et al.10• They were washed twice at 4° C with a solution containing 10-2 M sodium phosphate 
(pH 7.0), 10-4 M EDTA (ethylenediamine tetraacetate) and 10-3 M magnesium sulphate and diluted at room temperature to an optical 
density of0.01 (590 nm) in a solution containing 10-2 M sodium phosphate(pH 7.0), 10-4 M EDTA,and 0.18 % (w/v) hydroxypropyl methyl-
cellulose (Dow Methocel 90 HG). They were tracked as such at 32.0° (viscosity 2.7 cp) in a tantalum and glass chamber 2 mm in diameter 

and 2 mm high. 

analysis ignores the smallest changes (Table 1, legend). Changes 
in direction also occur during runs (Table 1). The drift is about 
what one would expect from rotational diffusion: the root-
mean-square angular deviation of a 2 µm diameter sphere 
occurring int sec in a medium of viscosity 2.7 cp at 32° C is 29 
ytdegrees. 

1 13,,-;;~,~-
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Fig. 2 The speed of the wild type bacterium of Fig. I displayed 
by an analogue monitor. The recording has been divided into 
three parts, each 9.8 s long; the figure should be read from left 
to right and top down. Twiddles occurred during the intervals 
indicated by the bars. Note the consequent changes in speed. 
The longest run can be seen at the left end of the bottom trace. 
It appears in the upper panel of Fig. 1 angling downwards and 
slightly to the left, five runs from the end of the track. It is 45 

words or 3.57 s long. 

The shortest twiddles and the shortest runs are the most 
probable (Fig. 4). The distribution of twiddle lengths is 
exponential (Fig. 4a). The distribution of run lengths is 
exponential for unc 602 (not shown) but only approximately 
so for AW405 (Fig. 4b). If for AW405 one allows for variations 
in mean run length for different bacteria, the curvature in the 
semi-log plot of the aggregate run-length data vanishes (Fig. 4c). 

From calculations of autocorrelation functions of sequences of 
twiddles and of sequences of runs we conclude that twiddles 
and runs of different length occur at random. The statistics are 
Poisson; for a given organism in a given isotropic environment 
the probability per unit time of the termination of a twiddle or 
the termination of a run is a constant. 

The wild type is known to have chemoreceptors for serine, 
for aspartate and for a number of sugars 7 • If serine is added to 
suspensions of A W405 (no gradients), the run-length dis-
tributions remain exponential but shift dramatically toward 
longer runs (Fig. 5); the twiddles are suppressed. Calcula-
tions of the autocorrelation functions indicate that runs of 

15 

Change in direction from run to run (degree) 

Fig. 3 Distribution of changes in direction from the end of one 
run to the beginning of the next for the wild type bacteria of 
Table I. The distribution was constructed from 1,166 events by 
summing the numbers falling in successive 10° intervals. If the 
analysis is confined to the shortest twiddles, the distribution is 
skewed even farther toward small angles (mean and standard 

deviation 62 ± 26°). 

• Moving up the gradient reduces the tumbling frequency 
• Cells spend more time going up the gradient than down, 

so they go up the gradient

My name is 
Samuel Morse
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Figure 4.11

The molecular circuit that drives chemotaxis. The circuit can be conceptually divided into three modules: the sensor module, the
transduction module, and the actuator module (top to bottom). In the sensor module, chemoreceptors at the cell membrane detect
chemoattractants. The binding of chemoattractants sets off a signaling cascade in the transduction module that culminates in the
phosphorylation of the messenger molecule CheY. In the actuator module, the interaction of CheY-P with the flagellar motor alters the
frequency of the change in rotation direction of the flagellar motor. Adapted fromMcAdams, Srinivasan, and Arkin (2004).

chemotaxis detection system to reset its concentration setpoint in the process
of adaptation.

One of the most important aspects of the chemotaxis circuitry is that nearly
all the molecular players are subject to posttranslational modifications, as
shown in Figure 4.13. The chemoreceptors themselves, as part of the critical
process of adaptation, have multiple methylation sites that, as we will see, when
modified by the addition or removal of a methyl group can be thought of as
modifying one of the key parameters (!ϵ) in the MWC description of these
molecules, thus changing the relative equilibrium of the inactive and active
states of the receptor. These methyl groups are added to the chemoreceptors
by the enzyme CheR. The soluble response regulator CheY has different levels
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Sensitivity

Adaptation

Key features: 
• Specificity 
• Sensitivity/Gain 
• Speed 
• Resistance to noise 
• Adaptation

A ramp that increases the 
receptor occupancy by as little as 
1 molecule/second (1 part in 600 
Tar receptors/cell, or 0.0016) 
leads to a steady state increase in 
flagellar rotational bias by ~0.1).  

This corresponds to a change in 
run length by a factor of ~3. 

J. Segall, SM Block and & HC. Berg, PNAS 83, 
8987-8991 (1986).

• Sensitivity

• Adaptation: resetting in a gradient 
and large amplitude

• Specificity: glucose, ribose, 
galactose, aspartate, serine INPUT

OUTPUT

Concentration

Clockwise rotation 
frequency
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And based on molecular recognition: Metabolic pathways 

https://en.wikipedia.org/wiki/Template:Metabolic_metro

Enzyme/substrate, Regulator/Enzyme

Information is mostly chemical
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https://en.wikipedia.org/wiki/Template:Metabolic_metro

Fig. 2. Overview of the molecular signaling map (MSM).
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And based on molecular recognition: Signalling pathways 

Li and Mansmann. Cellular Signalling 26 (2014) 2834–2842

Information is mostly chemical
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Fig. 1. GRN for endomesoderm specification in sea urchin embryos. (A) GRN for period from initiation of zygotic regulatory control shortly after fertilization
to just before gastrulation (!4–30 h). The short horizontal lines represent relevant cis-regulatory modules of indicated genes on which the color-coded inputs
impinge. The sources of these inputs are other genes of the GRN, as indicated by the thin colored lines. Small open and filled circles represent protein–protein
interactions that occur off the DNA and are not included explicitly in the GRN, the objective of which is to display the predicted genomic regulatory organization
responsible for spatial and temporal expression of the genes it includes. For symbolism, explanations, and access to the BIOTAPESTRY software by which the GRN
is built and maintained, see http:!!sugp.caltech.edu!endomes!webStart!bioTapestry.jnlp, where the current version of GRN is posted or contact E.H.D. The red
circles indicate genes for which genomic cis-regulatory modules have been isolated and shown to generate the relevant spatial and temporal patterns of gene
expression of the endogenous genes. (B) The cis-regulatory programming of the wnt8 loop, from ref. 24. Experiments demonstrate that the cis-regulatory system
includes Tcf sites that are required to maintain expression and that respond to the !-catenin–Tcf input (n!-TCF); as is well known, reception of the Wnt8 signal
ligand causes intracellular formation of nuclear !-catenin–Tcf complex in the recipient cells. Thus, the endomesodermal cells are engaged in a self-stimulating,
positive reinforcement of expression of Tcf-responsive genes (see A). (C) The cis-regulatory programming responsible for reception by adjacent presumptive
mesodermal cells of a Delta signal emitted by skeletogenic cells and for activation of pigment cell differentiation genes (29); these are SuTx (Sulfotransferase),
Dpt (Dopachrome tautomerase), Pks (Polyketide synthetase), and FvMo (Flavine-containing monoxigenase). The Delta signal is received by a Notch receptor that
together with a Supressor of Hairless [Su(H)] transcription factor already present in these cells transmits a permissive input to the cis-regulatory module of the
gcm regulatory gene. These relationships were established experimentally in gene transfer studies by using a mutant Su(H) factor and by mutational analysis
of the gcm cis-regulatory module (A. Ransick and E.H.D., unpublished data). After activation, gcm locks itself on by autoregulation. (D) Endoderm specification

4938 " www.pnas.org!cgi!doi!10.1073!pnas.0408031102 Levine and Davidson

L. Bodenstein. Mechanisms of Development, 162 (2020) 
https://doi.org/10.1016/j.mod.2020.103606

And based on molecular recognition: Developmental Gene regulatory networks 

Information is mostly chemical
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But what is information about in living systems?

1. The system and the observer/scientist:  
• Information underlying the functioning of a system 
• Information used to understand/model/represent a system 

2. Operational definition of information: 
• Information of a system is the set of parameters and prescriptions that allow an accurate 

prediction of the system’s evolution, given a model. 

3. What is relevant or useful information: (completeness vs sufficiency) 

5. Can information be quantified? 
• Yes (Shannon, courses #3 and 4) and Not yet (see courses #5 and 6) 

6. Encoding and decoding information:  
• simplified (low dimensional) representation of relevant information
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A Mathematical Theory of Communication
By c. E. SHANNON

IXTRODUCTION

T HE recent development of various methods of modulation such as reM
and PPM which exchange bandwidth for signal-to-noise ratio has in-

tensified the interest in a general theory of communication. A basis for
such a theory is contained in the important papers of Nyquist! and Hartley"
on this subject. In the present paper we will extend the theory to include a
number of new factors, in particular the effect of noise in the channel, and
the savings possible due to the sta tistiral structure of the original message
and due to the nature of the final destination of the information.

The fundamental problem of communication is that of reproducing at
one point either exactly or approximately a message selected at another
point. Frequently the messages have meaning; that is they refer to or are
correlated according to some system with certain physical or conceptual
entities. These semantic aspects of communication are irrelevant to the
engineering problem. The significant aspect is that the actual message is
one selected from a set of possible messages. The system must be designed
to operate for each possible selection, not just the one which will actually
be chosen since this is unknown at the time of design.

If the number of messages in the set is finite then this number or any
monotonic function of this number can be regarded as a measure of the in-
formation produced when one message is chosen from the set, all choices
being equally likely. As was pointed out by Hartley the most natural
choice is the logarithmic function. Although this definition must be gen-
eralized considerably when we consider the influence of the statistics of the
message and when we have a continuous range of messages, we will in all
cases use an essentially logarithmic measure.

The logarithmic measure is more convenient for various reasons:
1. It is practically more useful. Parameters of engineering importance

1 Nyquist, H., "Certain Factors Affecting Telegraph Speed," Belt System Tectmical J OUT-

nal, April 1924, p, 324; "Certain Topics in Telegraph Transmission Theory," A. I. E. E.
TI aIlS., v. 47, April 1928, p. 617.

2 Hartley. R. V. L.. "Transmission oi Information.' Belt System Technical Journal, July
1928, p. .'US.
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Mathematical theory of Information and Communication 

• Claude Shannon — 1948  
• Key features of information theory: 

— semantic is not relevant 
— probabilistic nature of information 
— considers non uniform frequency of « events » 
and statistics of the message 

Claude Shannon (1916-2001)
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Theory of Information and Communication 

• Basic architecture of any communication system 
• Information transfer in a noisy channel

INFORMATION
SOURCE

MESSAGE

TRANSMITTER

SIGNAL RECEIVED
SIGNAL

RECEIVER

MESSAGE

DESTINATION

NOISE
SOURCE

Fig. 1—Schematic diagram of a general communication system.

a decimal digit is about 3 13 bits. A digit wheel on a desk computing machine has ten stable positions and
therefore has a storage capacity of one decimal digit. In analytical work where integration and differentiation
are involved the base e is sometimes useful. The resulting units of information will be called natural units.
Change from the base a to base b merely requires multiplication by logb a.

By a communication system we will mean a system of the type indicated schematically in Fig. 1. It
consists of essentially five parts:

1. An information sourcewhich produces a message or sequence of messages to be communicated to the
receiving terminal. The message may be of various types: (a) A sequence of letters as in a telegraph
of teletype system; (b) A single function of time f t as in radio or telephony; (c) A function of
time and other variables as in black and white television — here the message may be thought of as a
function f x y t of two space coordinates and time, the light intensity at point x y and time t on a
pickup tube plate; (d) Two or more functions of time, say f t , g t , h t — this is the case in “three-
dimensional” sound transmission or if the system is intended to service several individual channels in
multiplex; (e) Several functions of several variables— in color television the message consists of three
functions f x y t , g x y t , h x y t defined in a three-dimensional continuum— we may also think
of these three functions as components of a vector field defined in the region — similarly, several
black and white television sources would produce “messages” consisting of a number of functions
of three variables; (f) Various combinations also occur, for example in television with an associated
audio channel.

2. A transmitter which operates on the message in some way to produce a signal suitable for trans-
mission over the channel. In telephony this operation consists merely of changing sound pressure
into a proportional electrical current. In telegraphy we have an encoding operation which produces
a sequence of dots, dashes and spaces on the channel corresponding to the message. In a multiplex
PCM system the different speech functions must be sampled, compressed, quantized and encoded,
and finally interleaved properly to construct the signal. Vocoder systems, television and frequency
modulation are other examples of complex operations applied to the message to obtain the signal.

3. The channel is merely the medium used to transmit the signal from transmitter to receiver. It may be
a pair of wires, a coaxial cable, a band of radio frequencies, a beam of light, etc.

4. The receiver ordinarily performs the inverse operation of that done by the transmitter, reconstructing
the message from the signal.

5. The destination is the person (or thing) for whom the message is intended.

We wish to consider certain general problems involving communication systems. To do this it is first
necessary to represent the various elements involved as mathematical entities, suitably idealized from their

2

Encoding Decoding

« The fundamental problem of communication is that of reproducing at one point 
either exactly or approximately a message selected at another point. » 
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The molecular circuit that drives chemotaxis. The circuit can be conceptually divided into three modules: the sensor module, the
transduction module, and the actuator module (top to bottom). In the sensor module, chemoreceptors at the cell membrane detect
chemoattractants. The binding of chemoattractants sets off a signaling cascade in the transduction module that culminates in the
phosphorylation of the messenger molecule CheY. In the actuator module, the interaction of CheY-P with the flagellar motor alters the
frequency of the change in rotation direction of the flagellar motor. Adapted fromMcAdams, Srinivasan, and Arkin (2004).

chemotaxis detection system to reset its concentration setpoint in the process
of adaptation.

One of the most important aspects of the chemotaxis circuitry is that nearly
all the molecular players are subject to posttranslational modifications, as
shown in Figure 4.13. The chemoreceptors themselves, as part of the critical
process of adaptation, have multiple methylation sites that, as we will see, when
modified by the addition or removal of a methyl group can be thought of as
modifying one of the key parameters (!ϵ) in the MWC description of these
molecules, thus changing the relative equilibrium of the inactive and active
states of the receptor. These methyl groups are added to the chemoreceptors
by the enzyme CheR. The soluble response regulator CheY has different levels
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with the names of the objects on their terminal; or (c) were given
no familiarization. As in the prior experiment, the subject's
task was to name the objects.

A glance at the second and third columns in Figure 16 is
sufficient to reveal that one does not need an experiment to
show that the nonrecoverable objects would be more difficult to
identify than the recoverable versions. But we wanted to deter-
mine if the nonrecoverable versions would be identifiable at ex-
tremely long exposure durations (5s) and whether the prior ex-
posure to the intact version of the object would overcome the
effects of the contour deletion. The effects of contour deletion
in the recoverable condition was also of considerable interest
when compared with the comparable conditions from the par-
tial object experiments.

Results
The error data are shown in Figure 17. Identifiability of the

nonrecoverable stimuli was virtually impossible: The median
error rate for those slides was 100%. Subjects rarely guessed
wrong objects in this condition; most often they merely said
that they "didn't know" When nonrecoverable objects could be
identified, it was primarily for those instances where some of
the components were not removed, as with the circular rings of
the handle of the scissors. When this happened, subjects could
name the object at 200-ms exposure duration. For the majority
of the objects, however, error rates were well over 50% with no
gain in performance even with 5 s of exposure duration. Objects
in the recoverable condition were named at high accuracy at the
longer exposure durations.

As in the previous experiments, familiarizing the subjects
with the names of the objects had no effect compared with the
condition in which the subjects were given no information
about the objects. There was some benefit, however, in provid-
ing intact versions of the pictures of the objects. Even with this
familiarity, performance in the nonrecoverable condition was
extraordinarily poor, with error rates exceeding 60% when sub-
jects had a full 5 s to decipher the stimulus. As noted previously,
even this value underestimated the difficulty of identifying ob-
jects in the nonrecoverable condition, in that identification was
possible only when the contour deletion allowed some of the
components to remain recoverable.

The emphasis on the poor performance in the nonrecovera-
ble condition should not obscure the extensive interference that
was evident at the brief exposure durations in the recoverable
condition. The previous experiments had established that intact
objects, without picture familiarization, could be identified at
near perfect accuracy at 100 ms. At this exposure duration in
the present experiment, error rates for the recoverable stimuli,
whose contours could be restored through collinearity and cur-
vature, averaged 65%. These high error rates at 100-ms expo-
sure duration suggest that the filling-in processes require an im-
age (retinal or iconic)—not merely a memory representation—
and sufficient time (on the order of 200 ms) to be successfully
executed.

A Parametric Investigation of Contour Deletion
The dependence of componential recovery on the availability

and locus of contour and time was explored parametrically by
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Figure 16. Example of five stimulus objects in the experiment on the
perception of degraded objects. (The left column shows the original in-
tact versions. The middle column shows the recoverable versions. The
contours have been deleted in regions where they can be replaced
through collinearity or smooth curvature. The right column shows the
nonrecoverable versions. The contours have been deleted at regions of
concavity so that collinearity or smooth curvature of the segments brid-
ges the concavity. In addition, vertices have been altered, for example,
from Ys to Ls, and misleading symmetry and parallelism have been
introduced.)

Biederman and Blickle (1985). In the previous experiment, it
was necessary to delete or modify the vertices in order to pro-
duce the nonrecoverable versions of the objects. The recovera-
ble versions of the objects tended to have their contours deleted
in midsegment. It is possible that some of the interference in
the nonrecoverable condition was a consequence of the removal
of vertices per se, rather than the production of inappropriate
components. Contour deletion was performed either at the ver-
tices or at midsegments for 18 objects, but without the acciden-
tal bridging of components through collinearity or curvature
that was characteristic of the nonrecoverable condition. The
amount of contour removed varied from 25%, 45%, and 65%,
and the objects were shown for 100, 200t or 750 ms. Other as-
pects of the procedure were identical to the previous experi-
ments with only name familiarization provided. Figure 18
shows an example for a single object.

I. Biederman, Psychological Review 94, 115–147, 1987

?

HUMAN IMAGE UNDERSTANDING 135

with the names of the objects on their terminal; or (c) were given
no familiarization. As in the prior experiment, the subject's
task was to name the objects.

A glance at the second and third columns in Figure 16 is
sufficient to reveal that one does not need an experiment to
show that the nonrecoverable objects would be more difficult to
identify than the recoverable versions. But we wanted to deter-
mine if the nonrecoverable versions would be identifiable at ex-
tremely long exposure durations (5s) and whether the prior ex-
posure to the intact version of the object would overcome the
effects of the contour deletion. The effects of contour deletion
in the recoverable condition was also of considerable interest
when compared with the comparable conditions from the par-
tial object experiments.

Results
The error data are shown in Figure 17. Identifiability of the

nonrecoverable stimuli was virtually impossible: The median
error rate for those slides was 100%. Subjects rarely guessed
wrong objects in this condition; most often they merely said
that they "didn't know" When nonrecoverable objects could be
identified, it was primarily for those instances where some of
the components were not removed, as with the circular rings of
the handle of the scissors. When this happened, subjects could
name the object at 200-ms exposure duration. For the majority
of the objects, however, error rates were well over 50% with no
gain in performance even with 5 s of exposure duration. Objects
in the recoverable condition were named at high accuracy at the
longer exposure durations.

As in the previous experiments, familiarizing the subjects
with the names of the objects had no effect compared with the
condition in which the subjects were given no information
about the objects. There was some benefit, however, in provid-
ing intact versions of the pictures of the objects. Even with this
familiarity, performance in the nonrecoverable condition was
extraordinarily poor, with error rates exceeding 60% when sub-
jects had a full 5 s to decipher the stimulus. As noted previously,
even this value underestimated the difficulty of identifying ob-
jects in the nonrecoverable condition, in that identification was
possible only when the contour deletion allowed some of the
components to remain recoverable.

The emphasis on the poor performance in the nonrecovera-
ble condition should not obscure the extensive interference that
was evident at the brief exposure durations in the recoverable
condition. The previous experiments had established that intact
objects, without picture familiarization, could be identified at
near perfect accuracy at 100 ms. At this exposure duration in
the present experiment, error rates for the recoverable stimuli,
whose contours could be restored through collinearity and cur-
vature, averaged 65%. These high error rates at 100-ms expo-
sure duration suggest that the filling-in processes require an im-
age (retinal or iconic)—not merely a memory representation—
and sufficient time (on the order of 200 ms) to be successfully
executed.

A Parametric Investigation of Contour Deletion
The dependence of componential recovery on the availability

and locus of contour and time was explored parametrically by
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Figure 16. Example of five stimulus objects in the experiment on the
perception of degraded objects. (The left column shows the original in-
tact versions. The middle column shows the recoverable versions. The
contours have been deleted in regions where they can be replaced
through collinearity or smooth curvature. The right column shows the
nonrecoverable versions. The contours have been deleted at regions of
concavity so that collinearity or smooth curvature of the segments brid-
ges the concavity. In addition, vertices have been altered, for example,
from Ys to Ls, and misleading symmetry and parallelism have been
introduced.)

Biederman and Blickle (1985). In the previous experiment, it
was necessary to delete or modify the vertices in order to pro-
duce the nonrecoverable versions of the objects. The recovera-
ble versions of the objects tended to have their contours deleted
in midsegment. It is possible that some of the interference in
the nonrecoverable condition was a consequence of the removal
of vertices per se, rather than the production of inappropriate
components. Contour deletion was performed either at the ver-
tices or at midsegments for 18 objects, but without the acciden-
tal bridging of components through collinearity or curvature
that was characteristic of the nonrecoverable condition. The
amount of contour removed varied from 25%, 45%, and 65%,
and the objects were shown for 100, 200t or 750 ms. Other as-
pects of the procedure were identical to the previous experi-
ments with only name familiarization provided. Figure 18
shows an example for a single object.
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with the names of the objects on their terminal; or (c) were given
no familiarization. As in the prior experiment, the subject's
task was to name the objects.

A glance at the second and third columns in Figure 16 is
sufficient to reveal that one does not need an experiment to
show that the nonrecoverable objects would be more difficult to
identify than the recoverable versions. But we wanted to deter-
mine if the nonrecoverable versions would be identifiable at ex-
tremely long exposure durations (5s) and whether the prior ex-
posure to the intact version of the object would overcome the
effects of the contour deletion. The effects of contour deletion
in the recoverable condition was also of considerable interest
when compared with the comparable conditions from the par-
tial object experiments.

Results
The error data are shown in Figure 17. Identifiability of the

nonrecoverable stimuli was virtually impossible: The median
error rate for those slides was 100%. Subjects rarely guessed
wrong objects in this condition; most often they merely said
that they "didn't know" When nonrecoverable objects could be
identified, it was primarily for those instances where some of
the components were not removed, as with the circular rings of
the handle of the scissors. When this happened, subjects could
name the object at 200-ms exposure duration. For the majority
of the objects, however, error rates were well over 50% with no
gain in performance even with 5 s of exposure duration. Objects
in the recoverable condition were named at high accuracy at the
longer exposure durations.

As in the previous experiments, familiarizing the subjects
with the names of the objects had no effect compared with the
condition in which the subjects were given no information
about the objects. There was some benefit, however, in provid-
ing intact versions of the pictures of the objects. Even with this
familiarity, performance in the nonrecoverable condition was
extraordinarily poor, with error rates exceeding 60% when sub-
jects had a full 5 s to decipher the stimulus. As noted previously,
even this value underestimated the difficulty of identifying ob-
jects in the nonrecoverable condition, in that identification was
possible only when the contour deletion allowed some of the
components to remain recoverable.

The emphasis on the poor performance in the nonrecovera-
ble condition should not obscure the extensive interference that
was evident at the brief exposure durations in the recoverable
condition. The previous experiments had established that intact
objects, without picture familiarization, could be identified at
near perfect accuracy at 100 ms. At this exposure duration in
the present experiment, error rates for the recoverable stimuli,
whose contours could be restored through collinearity and cur-
vature, averaged 65%. These high error rates at 100-ms expo-
sure duration suggest that the filling-in processes require an im-
age (retinal or iconic)—not merely a memory representation—
and sufficient time (on the order of 200 ms) to be successfully
executed.

A Parametric Investigation of Contour Deletion
The dependence of componential recovery on the availability

and locus of contour and time was explored parametrically by
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Figure 16. Example of five stimulus objects in the experiment on the
perception of degraded objects. (The left column shows the original in-
tact versions. The middle column shows the recoverable versions. The
contours have been deleted in regions where they can be replaced
through collinearity or smooth curvature. The right column shows the
nonrecoverable versions. The contours have been deleted at regions of
concavity so that collinearity or smooth curvature of the segments brid-
ges the concavity. In addition, vertices have been altered, for example,
from Ys to Ls, and misleading symmetry and parallelism have been
introduced.)

Biederman and Blickle (1985). In the previous experiment, it
was necessary to delete or modify the vertices in order to pro-
duce the nonrecoverable versions of the objects. The recovera-
ble versions of the objects tended to have their contours deleted
in midsegment. It is possible that some of the interference in
the nonrecoverable condition was a consequence of the removal
of vertices per se, rather than the production of inappropriate
components. Contour deletion was performed either at the ver-
tices or at midsegments for 18 objects, but without the acciden-
tal bridging of components through collinearity or curvature
that was characteristic of the nonrecoverable condition. The
amount of contour removed varied from 25%, 45%, and 65%,
and the objects were shown for 100, 200t or 750 ms. Other as-
pects of the procedure were identical to the previous experi-
ments with only name familiarization provided. Figure 18
shows an example for a single object.
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with the names of the objects on their terminal; or (c) were given
no familiarization. As in the prior experiment, the subject's
task was to name the objects.

A glance at the second and third columns in Figure 16 is
sufficient to reveal that one does not need an experiment to
show that the nonrecoverable objects would be more difficult to
identify than the recoverable versions. But we wanted to deter-
mine if the nonrecoverable versions would be identifiable at ex-
tremely long exposure durations (5s) and whether the prior ex-
posure to the intact version of the object would overcome the
effects of the contour deletion. The effects of contour deletion
in the recoverable condition was also of considerable interest
when compared with the comparable conditions from the par-
tial object experiments.

Results
The error data are shown in Figure 17. Identifiability of the

nonrecoverable stimuli was virtually impossible: The median
error rate for those slides was 100%. Subjects rarely guessed
wrong objects in this condition; most often they merely said
that they "didn't know" When nonrecoverable objects could be
identified, it was primarily for those instances where some of
the components were not removed, as with the circular rings of
the handle of the scissors. When this happened, subjects could
name the object at 200-ms exposure duration. For the majority
of the objects, however, error rates were well over 50% with no
gain in performance even with 5 s of exposure duration. Objects
in the recoverable condition were named at high accuracy at the
longer exposure durations.

As in the previous experiments, familiarizing the subjects
with the names of the objects had no effect compared with the
condition in which the subjects were given no information
about the objects. There was some benefit, however, in provid-
ing intact versions of the pictures of the objects. Even with this
familiarity, performance in the nonrecoverable condition was
extraordinarily poor, with error rates exceeding 60% when sub-
jects had a full 5 s to decipher the stimulus. As noted previously,
even this value underestimated the difficulty of identifying ob-
jects in the nonrecoverable condition, in that identification was
possible only when the contour deletion allowed some of the
components to remain recoverable.

The emphasis on the poor performance in the nonrecovera-
ble condition should not obscure the extensive interference that
was evident at the brief exposure durations in the recoverable
condition. The previous experiments had established that intact
objects, without picture familiarization, could be identified at
near perfect accuracy at 100 ms. At this exposure duration in
the present experiment, error rates for the recoverable stimuli,
whose contours could be restored through collinearity and cur-
vature, averaged 65%. These high error rates at 100-ms expo-
sure duration suggest that the filling-in processes require an im-
age (retinal or iconic)—not merely a memory representation—
and sufficient time (on the order of 200 ms) to be successfully
executed.

A Parametric Investigation of Contour Deletion
The dependence of componential recovery on the availability

and locus of contour and time was explored parametrically by
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Figure 16. Example of five stimulus objects in the experiment on the
perception of degraded objects. (The left column shows the original in-
tact versions. The middle column shows the recoverable versions. The
contours have been deleted in regions where they can be replaced
through collinearity or smooth curvature. The right column shows the
nonrecoverable versions. The contours have been deleted at regions of
concavity so that collinearity or smooth curvature of the segments brid-
ges the concavity. In addition, vertices have been altered, for example,
from Ys to Ls, and misleading symmetry and parallelism have been
introduced.)

Biederman and Blickle (1985). In the previous experiment, it
was necessary to delete or modify the vertices in order to pro-
duce the nonrecoverable versions of the objects. The recovera-
ble versions of the objects tended to have their contours deleted
in midsegment. It is possible that some of the interference in
the nonrecoverable condition was a consequence of the removal
of vertices per se, rather than the production of inappropriate
components. Contour deletion was performed either at the ver-
tices or at midsegments for 18 objects, but without the acciden-
tal bridging of components through collinearity or curvature
that was characteristic of the nonrecoverable condition. The
amount of contour removed varied from 25%, 45%, and 65%,
and the objects were shown for 100, 200t or 750 ms. Other as-
pects of the procedure were identical to the previous experi-
ments with only name familiarization provided. Figure 18
shows an example for a single object.

HUMAN IMAGE UNDERSTANDING 135

with the names of the objects on their terminal; or (c) were given
no familiarization. As in the prior experiment, the subject's
task was to name the objects.

A glance at the second and third columns in Figure 16 is
sufficient to reveal that one does not need an experiment to
show that the nonrecoverable objects would be more difficult to
identify than the recoverable versions. But we wanted to deter-
mine if the nonrecoverable versions would be identifiable at ex-
tremely long exposure durations (5s) and whether the prior ex-
posure to the intact version of the object would overcome the
effects of the contour deletion. The effects of contour deletion
in the recoverable condition was also of considerable interest
when compared with the comparable conditions from the par-
tial object experiments.

Results
The error data are shown in Figure 17. Identifiability of the

nonrecoverable stimuli was virtually impossible: The median
error rate for those slides was 100%. Subjects rarely guessed
wrong objects in this condition; most often they merely said
that they "didn't know" When nonrecoverable objects could be
identified, it was primarily for those instances where some of
the components were not removed, as with the circular rings of
the handle of the scissors. When this happened, subjects could
name the object at 200-ms exposure duration. For the majority
of the objects, however, error rates were well over 50% with no
gain in performance even with 5 s of exposure duration. Objects
in the recoverable condition were named at high accuracy at the
longer exposure durations.

As in the previous experiments, familiarizing the subjects
with the names of the objects had no effect compared with the
condition in which the subjects were given no information
about the objects. There was some benefit, however, in provid-
ing intact versions of the pictures of the objects. Even with this
familiarity, performance in the nonrecoverable condition was
extraordinarily poor, with error rates exceeding 60% when sub-
jects had a full 5 s to decipher the stimulus. As noted previously,
even this value underestimated the difficulty of identifying ob-
jects in the nonrecoverable condition, in that identification was
possible only when the contour deletion allowed some of the
components to remain recoverable.

The emphasis on the poor performance in the nonrecovera-
ble condition should not obscure the extensive interference that
was evident at the brief exposure durations in the recoverable
condition. The previous experiments had established that intact
objects, without picture familiarization, could be identified at
near perfect accuracy at 100 ms. At this exposure duration in
the present experiment, error rates for the recoverable stimuli,
whose contours could be restored through collinearity and cur-
vature, averaged 65%. These high error rates at 100-ms expo-
sure duration suggest that the filling-in processes require an im-
age (retinal or iconic)—not merely a memory representation—
and sufficient time (on the order of 200 ms) to be successfully
executed.

A Parametric Investigation of Contour Deletion
The dependence of componential recovery on the availability
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Figure 16. Example of five stimulus objects in the experiment on the
perception of degraded objects. (The left column shows the original in-
tact versions. The middle column shows the recoverable versions. The
contours have been deleted in regions where they can be replaced
through collinearity or smooth curvature. The right column shows the
nonrecoverable versions. The contours have been deleted at regions of
concavity so that collinearity or smooth curvature of the segments brid-
ges the concavity. In addition, vertices have been altered, for example,
from Ys to Ls, and misleading symmetry and parallelism have been
introduced.)

Biederman and Blickle (1985). In the previous experiment, it
was necessary to delete or modify the vertices in order to pro-
duce the nonrecoverable versions of the objects. The recovera-
ble versions of the objects tended to have their contours deleted
in midsegment. It is possible that some of the interference in
the nonrecoverable condition was a consequence of the removal
of vertices per se, rather than the production of inappropriate
components. Contour deletion was performed either at the ver-
tices or at midsegments for 18 objects, but without the acciden-
tal bridging of components through collinearity or curvature
that was characteristic of the nonrecoverable condition. The
amount of contour removed varied from 25%, 45%, and 65%,
and the objects were shown for 100, 200t or 750 ms. Other as-
pects of the procedure were identical to the previous experi-
ments with only name familiarization provided. Figure 18
shows an example for a single object.

I. Biederman, Psychological Review 94, 115–147, 1987
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Figure 5: The Standard Cells. (A) A bacterium revealing its characteristic size and occupancy. (B) A yeast cell 
showing its characteristic size, its organelles and the number of various classes of molecules present within it. (C) an 
adherent human cell. We note that these are very simplified schematics so for example, only a small fraction of 
ribosomes are drawn etc. (Bacterium and animal cell adapted from B. Alberts et al., Molecular Biology of the Cell, 5th 
ed., New York, Garland Science, 2008) 
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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What is the macromolecular 
composition of the cell?  
 
 
 
 
Molecular biology aims to explain cellular processes in terms of the 
individual molecular players, resulting in starring roles for certain specific 
proteins, RNAs and lipids. By way of contrast, a more holistic view of the 
whole cell or organism was historically the purview of physiology. 
Recently the latter integrative view has been adopted by systems biology, 
which completes the circle by returning with the hard-won mechanistic 
knowledge from molecular biology to a holistic view of the molecular 
interlinkages that give rise to whole-cell behavior. A critical starting point 
for thinking globally about the cell is to understand the relative 
abundance of its different constituents.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: A Voronoi tree diagram of the composition of an E. coli cell growing with a doubling 
time of 40 min. Each polygon area represents the relative fraction of the corresponding 
constituent in the cell dry mass. Colors are associated with each polygon such that components 
with related functional role have similar tints. The Voronoi tree diagram visualization method 
was developed in order to represent whole genome measurements from microarrays or 
proteome quantitation. 

Liebmeister et al, R. Milo. PNAS (2013) doi/
10.1073/pnas.1314810111 15
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induction was characterized to have a concentration of 50uM (BNID 
100735), i.e. about 50,000 copies per cell.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
If one looked at the sum total over all organisms, what would we find is 
the most abundant protein on earth? This title is usually ascribed to 
Rubisco. Indeed it carries out the task of fixing carbon that is done on such 
a massive scale across the planet and supports all actions of the biosphere. 
Yet in working on this book we had second thoughts. In a paper we wrote 
(Phillips & Milo, Proc. Natl. Acad. Sci., 106:21465, 2010) we tried to give a 
sense of the ubiquity of Rubisco by normalizing it on a per person basis. 
This gave about 5 kg of Rubisco protein per person (though clearly 
Rubisco, though supporting us, is not physically in humans). Now in 
several reports, collagen, a connective tissue protein that is localized 
extracellularly, was found to account for about 30% of the protein mass 
in humans (BNID 109730, 109731). In a 70 kg human with 2/3 water and 
half of the rest protein, this gives about 10 kg total protein suggesting as 
much as 3 kg collagen. That might be a somewhat inflated value but then 
collagen is not only in humans. What is the largest biomass of animals on 
earth? It is actually our livestock in the form of cows, pigs, poultry etc. at 
a total mass of about 100 kg per person (BNID 111482, more than 20 
times the mass of all wild land mammals!). Livestock having a similar 

Figure 2: Proteomaps, a hierarchical presentation of the composition of a proteome using Voronoi 
treemaps. Each protein is associated with a polygon whose size is proportional to the abundance of 
that protein, thereby emphasizing highly expressed proteins. Functionally related proteins are placed in 
common subregions to show the functional makeup of a proteome at a glance. Shown are four model 
cells, the HeLa cell line was chosen for H. Sapiens. Upper row: depiction by functional category, lower 
row: depiction by protein name. The proteome was measured under relatively rapid exponential growth. 
Adapted from W. Liebermeister et al, Proc. Natl. Acad. Sci., 111:8488, 2014. 

among cellular functions. The proteomaps of lymphoblastoid
cells from human and chimpanzee are almost identical, even
more so than the already very similar proteomes of various hu-
man cell lines. Differences between independent measurements
of the same cell line are also shown for HeLa and U2OS cells.
Many previous analyses focused on proteins that are expressed at
relatively low levels, such as signaling proteins, where differences
are pronounced. However, proteomaps reveal that functional
categories and even dominant individual proteins are strongly
conserved in terms of abundance. Differences and similarities at
finer levels of functionality and at the single protein level can be
analyzed in detail on the proteomaps website. As a follow-up to
the comparison reported here, one can analyze cells from dif-
ferent tissues and between cell lines and primary cells.

Discussion
Individual proteins can confer benefits to the cell in various ways,
by catalyzing a chemical reaction, transporting an essential sub-
strate, or transmitting signals that reflect the state of the envi-
ronment. However, proteins also incur various costs: Proteins are
made using precious carbon, nitrogen, sulfur, reducing power
and energy resources, they require ribosomes for their continued
synthesis, and they occupy volume in the crowded intracellular
space (16). These general costs are roughly independent of the
protein’s identity and approximately proportional to its weight.
Nevertheless, expressing a protein can have other more protein-
specific effects that add to the costs, such as protein misfolding,
perturbing the membrane integrity, creating an imbalance in the
cell redox or energy state, etc. Such protein-specific costs are not
captured by the visualization presented here.
Classical molecular biology studies often consider a protein

important if knocking out its gene dramatically affects the be-
havior or viability of the cell. This approach often focuses efforts
on regulatory proteins, such as transcription factors, which tend
to have low expression levels. Theoretical analysis of metabolic
enzymes (29) suggests an alternative interpretation of importance
via the concept of relative marginal benefit that is predicted to be
proportional to protein levels. Taking a quantitative proteomics

viewpoint and observing how a cell invests its protein resources
can help identify abundant proteins that are pivotal in certain
environments but have unknown or poorly characterized function.
Therefore, we propose that, all else being equal, highly abundant
proteins are promising candidates for research efforts.
In the near future, proteome data will become available for

many cell types and growth conditions. Proteomaps can also be
applied to RNA transcript data, to phosphoproteome data, or—
more generally—to the complete mass composition of a cell
(including all types of macromolecules and small molecules).
Furthermore, beyond molecular abundances, other genome-
wide quantitative properties can easily be visualized. We sug-
gest that proteomaps can help researchers achieve a clearer
picture of similarities and differences in cell composition and
the allocation of cellular resources across organisms, cell types,
and growth conditions.

Methods
Proteome Tree Maps Visualization. To generate proteomaps, we modified the
algorithm for the construction of Voronoi treemaps described in ref. 23 to
present polygons with variable sizes. The algorithm was implemented in the
Paver software (DECODON), which is available at www.decodon.com/paver.html
or upon request from the authors. Example maps on www.proteomaps.net
can be browsed interactively; individual protein tiles are linked to protein
information on the KEGG website (www.genome.jp/kegg/).

In the proteomaps shown here, we visualize three levels of functional
categories and a level of individual proteins. To create a proteomap, a total
area is first divided into polygons representing the top-level categories. These
polygons are constructed from a Voronoi diagram, where the polygons’ areas
were chosen to represent copy numbers weighted by protein chain lengths
(the investment in terms of amino acids, also termed the mass fraction). The
top-level areas are then subdivided into subcategories, and the procedure is
repeated down to the level of individual proteins. When several orthologous
proteins exist in the same proteome, e.g., isozymes such as the two enolases
Eno1 and Eno2 in yeast glycolysis, they share one subdivided polygon.

Proteins that do not have a functional category annotation are lumped in
a subclass labeled “Not mapped.” Mass fractions smaller than 1/1,500,000 of
the whole proteome (corresponding to 4 pixels within an area of 2,500 ×
2,500 pixels in size) are excluded. The arrangement of categories and

Fig. 3. Proteomaps of several model organisms. (Upper) Proteomaps labeled by functional categories. (Lower) The same diagrams, with gene names. Protein
abundances shown are for the tiny human pathogenM. pneumoniae (7), E. coli growing at a rate of 0.48 1/h (13), S. cerevisiae (14), and anH. sapiensHeLa cell line (11).

4 of 6 | www.pnas.org/cgi/doi/10.1073/pnas.1314810111 Liebermeister et al.
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focuses on asking the questions: where do the numbers in these figures 
and that table come from? Do they make sense? What do they imply about 
the functional lives of cells? In what sense are cells the “same” and in what 
sense are they “different”? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
Figure 4A shows us the structure of a bacterium such as the pet of nearly 
every molecular biologist, the famed E. coli. Figure 5A shows its molecular 
census. The yeast cell shown in Figures 5B and 6B reveals new layers of 
complexity beyond that seen in the standard bacterium as we see that 
these cells feature a variety of internal membrane-bound structures. One 
of the key reasons that yeast cells have served as representative of 
eukaryotic biology is the way they are divided into various compartments 
such as the nucleus, the endoplasmic reticulum and the Golgi apparatus. 
Further, their genomes are packed tightly within the cell nucleus in 

Table 1: Typical parameter values for a bacterial E. coli cell, the single-celled eukaryote S. 
cerevisiae (budding yeast), and a mammalian HeLa cell line. Note that these are crude 
characteristic values for happily dividing cells of the common lab strains. 
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R. Milo and R. Phillips Cell Biology by the numbers.  Garland Science

>1000 different lipids

few 1000 different proteins/cell
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Genome by the numbers

What is relevant biological information?

R. Phillips and R. Milo. Cell biology by the numbers

Complexity does not scale with genome size/gene number
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Genome by bits

INFORMATION DENSITY OF VIRUSINFORMATION DENSITY OF HARD DRIVE

5 × 1012 letters

100 cm3

letters

cm3≈ 5 × 1010 10,000 letters

105 nm3

letters

cm3≈ 1020

Genomic and chemical information is very large and dense

What is relevant biological information?

R. Phillips and R. Milo. Cell biology by the numbers
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• Are all biological data/information meaningful to the system itself and to an observer to 
understand and predict its behaviour to specific endpoints?

HUMAN IMAGE UNDERSTANDING 135

with the names of the objects on their terminal; or (c) were given
no familiarization. As in the prior experiment, the subject's
task was to name the objects.

A glance at the second and third columns in Figure 16 is
sufficient to reveal that one does not need an experiment to
show that the nonrecoverable objects would be more difficult to
identify than the recoverable versions. But we wanted to deter-
mine if the nonrecoverable versions would be identifiable at ex-
tremely long exposure durations (5s) and whether the prior ex-
posure to the intact version of the object would overcome the
effects of the contour deletion. The effects of contour deletion
in the recoverable condition was also of considerable interest
when compared with the comparable conditions from the par-
tial object experiments.

Results
The error data are shown in Figure 17. Identifiability of the

nonrecoverable stimuli was virtually impossible: The median
error rate for those slides was 100%. Subjects rarely guessed
wrong objects in this condition; most often they merely said
that they "didn't know" When nonrecoverable objects could be
identified, it was primarily for those instances where some of
the components were not removed, as with the circular rings of
the handle of the scissors. When this happened, subjects could
name the object at 200-ms exposure duration. For the majority
of the objects, however, error rates were well over 50% with no
gain in performance even with 5 s of exposure duration. Objects
in the recoverable condition were named at high accuracy at the
longer exposure durations.

As in the previous experiments, familiarizing the subjects
with the names of the objects had no effect compared with the
condition in which the subjects were given no information
about the objects. There was some benefit, however, in provid-
ing intact versions of the pictures of the objects. Even with this
familiarity, performance in the nonrecoverable condition was
extraordinarily poor, with error rates exceeding 60% when sub-
jects had a full 5 s to decipher the stimulus. As noted previously,
even this value underestimated the difficulty of identifying ob-
jects in the nonrecoverable condition, in that identification was
possible only when the contour deletion allowed some of the
components to remain recoverable.

The emphasis on the poor performance in the nonrecovera-
ble condition should not obscure the extensive interference that
was evident at the brief exposure durations in the recoverable
condition. The previous experiments had established that intact
objects, without picture familiarization, could be identified at
near perfect accuracy at 100 ms. At this exposure duration in
the present experiment, error rates for the recoverable stimuli,
whose contours could be restored through collinearity and cur-
vature, averaged 65%. These high error rates at 100-ms expo-
sure duration suggest that the filling-in processes require an im-
age (retinal or iconic)—not merely a memory representation—
and sufficient time (on the order of 200 ms) to be successfully
executed.

A Parametric Investigation of Contour Deletion
The dependence of componential recovery on the availability

and locus of contour and time was explored parametrically by

r

r
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Figure 16. Example of five stimulus objects in the experiment on the
perception of degraded objects. (The left column shows the original in-
tact versions. The middle column shows the recoverable versions. The
contours have been deleted in regions where they can be replaced
through collinearity or smooth curvature. The right column shows the
nonrecoverable versions. The contours have been deleted at regions of
concavity so that collinearity or smooth curvature of the segments brid-
ges the concavity. In addition, vertices have been altered, for example,
from Ys to Ls, and misleading symmetry and parallelism have been
introduced.)

Biederman and Blickle (1985). In the previous experiment, it
was necessary to delete or modify the vertices in order to pro-
duce the nonrecoverable versions of the objects. The recovera-
ble versions of the objects tended to have their contours deleted
in midsegment. It is possible that some of the interference in
the nonrecoverable condition was a consequence of the removal
of vertices per se, rather than the production of inappropriate
components. Contour deletion was performed either at the ver-
tices or at midsegments for 18 objects, but without the acciden-
tal bridging of components through collinearity or curvature
that was characteristic of the nonrecoverable condition. The
amount of contour removed varied from 25%, 45%, and 65%,
and the objects were shown for 100, 200t or 750 ms. Other as-
pects of the procedure were identical to the previous experi-
ments with only name familiarization provided. Figure 18
shows an example for a single object.
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Biederman and Blickle (1985). In the previous experiment, it
was necessary to delete or modify the vertices in order to pro-
duce the nonrecoverable versions of the objects. The recovera-
ble versions of the objects tended to have their contours deleted
in midsegment. It is possible that some of the interference in
the nonrecoverable condition was a consequence of the removal
of vertices per se, rather than the production of inappropriate
components. Contour deletion was performed either at the ver-
tices or at midsegments for 18 objects, but without the acciden-
tal bridging of components through collinearity or curvature
that was characteristic of the nonrecoverable condition. The
amount of contour removed varied from 25%, 45%, and 65%,
and the objects were shown for 100, 200t or 750 ms. Other as-
pects of the procedure were identical to the previous experi-
ments with only name familiarization provided. Figure 18
shows an example for a single object.
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What is relevant biological information?

• What are the relevant effective tuning variables? 
• Ex: cell actin cortex tension and material properties depend on 100s of proteins 

— few mechanical parameters such as stiffness and viscosity. 
— few molecules with key regulatory functions: MyosinII activation. 
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Information is mostly chemical

and based on protein affinity/molecular recognition 

• 4 Case studies:  
• tRNA/mRNA (genetic code): how to encode amino acid recruitment in protein synthesis? 
• TF/DNA (regulatory code): how to encode gene expression of 104 genes &cell state? 
• Ligand/Receptor (signalling code): how to encode specific signalling responses? 
• CAM/CAM (adhesion code): how to encode self-organisation of shapes from few 100 CAMs?

How to generate/produce a lot from little? 
• Key feature: Balancing diversity and specificity  

Increasing diversity can impose a limit on coding system to ensure specificity  
• Role of combinatorial properties to increase diversity 
• Deterministic encoding vs Encoding in noising/stochastic dynamical systems
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Case study 1: The Genetic Code

mRNA/tRNA-aminoacyl:  
how to encode amino acid recruitment in protein synthesis? 

✐
✐

“125_81356_Phillips_MolecularSwitch_2P” — 2020/4/3 — 15:25 — page 374 — #10 ✐
✐

✐
✐

✐
✐

374 Chapter 12 Maxwell Demons, Proofreading, and Allostery

Figure 12.11

Fidelity in protein synthesis. Many differ-
ent species of tRNA are competing for the
same site within the ribosome. Only one
of those species is the correct one.

mRNA

5′ 3′

tRNA RECOGNITION tRNAs

ribosome

E P A

equilibrium, where, depending upon concentrations and interaction energies,
the system adopts a distribution of all products and reactants, as shown in
Figure 12.13(A). The second example shown in Figure 12.13(B) is very familiar
from biological cartoons in which a specific linear order of processes unfolds.
The distinction between these two examples is revealed by an everyday analogy
of what has been called “socks before shoes” kinetics, as shown in Figure 12.14.
The final example in Figure 12.13(C) is branched assembly, such as the assem-
bly of viruses, shown in Figure 12.15. In this case, several parts must ultimately
be put together in some order, and each of the pieces to that eventual assembly
themselves assemble by some linear pathway.

In processes such as the assembly of the ribosome or viruses, there is a
definite and required progression. Recall that the ribosome is an enormous
macromolecular complex with a mass in excess of 2 MDa and consisting of
both RNA and proteins. The two primary rRNAs are complemented by on the
order of 50 distinct proteins that together make the protein factory responsi-
ble for polypeptide bond formation. Interestingly, as the result of the constant
labors of generations of researchers and techniques, the ribosome is known to
assemble according to a strict molecular ballet.

Perhaps even more amazing is the sequential assembly of the bacterial
viruses known as bacteriophages, shown in Figure 12.15. For tailed bacterio-
phages like that illustrated, we see that the capsid and the tail structure are
assembled independently, and only after the DNA genome has been packaged
into the capsid does the tail get added to the virion.

Many of the conformational changes that drive cellular responses like those
described in the previous few sections of this chapter are effectively irreversible.
We have seen other examples throughout the book, as well. For example, the
Janus transcription factors described in chapter 8 (p. 299) behave as activators or
repressors depending upon the cleavage (essentially irreversible) of part of the
protein. Similarly, as we saw in our discussion of nucleosomes, their free-energy
landscape can be altered through the action of energy-consuming enzymes that
impose posttranslationalmodifications that send the protein into some “perma-
nent” different conformational state that can be undone only through the action
of some other energy-consuming process.

-1—
0—

+1—

Word code: codon 
Message: amino acid
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Genetic information flow
51CELLULAR BUILDING BLOCKS

complexes has evolved from the point where three to four decades ago, it 
was only possible to infer their existence, to the present era in which it is 
possible to acquire atomic resolution images of their structures in differ-
ent conformational states. 

As seen in Figure 1-38, there is an arrow from DNA to itself, which signi-
fies DNA replication. This process of replication is carried out by a mac-
romolecular complex known as the replisome. The E. coli replisome is a 
collection of distinct protein machines that include helicase (52 kDa, each 
of six subunits; BNID 104931), primase (65 kDa; BNID 104932), and the 
DNA polymerase enzyme complex (791 kDa in several units of the com-
plex; BNID 104931). To put the remarkable action of this machine in focus, 
an analogy has been suggested in which one thinks of the DNA molecule 
in human terms by imagining it to have a diameter of 1 m¶ (to get a sense 
of the actual size of the replication complex relative to its DNA substrate, 
see Figure 1-39). At this scale, the replisome has the size of a FedEx truck, 
and it travels along the DNA at roughly 600 km/h. Genome replication is 
a 400-km journey in which a delivery error occurs only once every sev-
eral hundred kilometers, this despite the fact that a delivery is being made 
roughly six times for every meter traveled. During the real replication pro-
cess, the error rate is even lower as a result of accessory quality control 
steps (proofreading and mismatch correction) that ensure that a wrong 
delivery happens only once in about 100 trips. 

¶ Baker TA & Bell SP (1998) Polymerases and the replisome: machines within machines. Cell 
92:295–305.

Figure 1-38 Notes of Francis Crick on the central dogma. This was an early draft 
for the article published as Crick FHC [1958] Symp Soc Exp Biol XII:139-163. The 
1958 paper did not include this visual depiction, which later appeared in Crick FHC 
[1970] Nature 227, 561–563.  

138 PROTEIN SYNTHESIS 139 
Once the central and unique role of proteins is admitted there seems little 
point in genes doing anything else. Although proteins can act in so many 
different ways, the way in which they are synthesized is probably uniform 
and rather simple, and this fits in with the modern view that gene action, 
being based upon the nucleic acids, is also likely to be uniform and rather 
simple. 

Biologists should not deceive themselves with the thought that some new 
class of biological molecules, of comparable importance to the proteins, 
remains to be discovered. This seems highly unlikely. In the protein 
molecule Nature has devised a unique instrument in which an underlying 
simplicity is used to express great subtlety and versatility; it is impossible 
to see molecular biology in proper perspective until this peculiar combi- 
nation of virtues has been clearly grasped. 

ON PROTEIN SYNTHESIS 

BY F. H. c. [CRICK 
Medical Research Council Unit for the Study of Molecular Biology, 

Cavendish Laboratory, Cambridge 

I. INTRODUCTION 

Protein synthesis is a large subject in a state of rapid development. To cover 
it completely in this article would be impossible. I have therefore deliber- 
ately limited myself here to presenting a broad general view of the problem, 
emphasizing in particular well-established facts which require explanation, 
and only selecting from recent work those experiments whose implications 
seem likely to be of lasting significance. Much very recent work, often of 
great interest, has been omitted because its implications are not clear. 
I have also tried to relate the problem to the other central problems of 
molecular biology-those of gene action and nucleic acid synthesis. In 
short, I have written for the biologist rather than the biochemist, the 
general reader rather than the specialist. More technical reviews have 
appeared recently by Borsook (1956), Spiegelman (1957), and Sin&in & 
Work (19576 and this Symposium), 

The importance of proteins 
It is an essential feature of my argument that in biology proteins are 

uniquely important. They are not to be classed with polysaccharides, for 
example, which by comparison play a very minor role. Their nearest rivals 
are the nucleic acids. Watson said to me, a few years ago, ‘The most 
significant thing about’ the nucleic acids is that we don’t know what they 
do.’ By contrast the most significant thing about proteins is that they can 
do almost anything. In animals proteins are used for structural purposes, 
but this is not their main role, and indeed in plants this job is usually done 
by polysaccharides. The main function of proteins is to act as enzymes. 
Almost all chemical reactions in living systems are catalysed by enzymes, 
and all known enzymes are proteins. It is at first sight paradoxical that it is 
probably easier for an organism to produce a new protein than to produce 
a new small molecule, since to produce a new small molecule one or more 
new proteins will be required in any case to catalyse the reactions. 

I shall also argue that the main function of the genetic material is to 
control (not necessarily directly) the synthesis of proteins. There is a little 
direct evidence to support this, but to my mind the psychological drive 
behind this hypothesis is at the moment independent of such evidence. 

II. THE PROBLEM 

Elementary facts about proteins 
(I) Composition. Simple (unconjugated) proteins break down on hydro- 

lysis to amino acids. There is good evidence that in a native protein the 
amino acids are condensed into long polypeptide chains. A typical protein, 
of molecular weight about 25,000, will contain some 230 residues joined 
end-to-end to form a single polypeptide chain. 

Two points are important. First, the actual chemical step required to 
form the covalent bonds of the protein is always the same, irrespective of 
the amino acid concerned, namely the formation of the peptide link with 
the elimination of water. Apart from minor exceptions (such as S-S links 
and, sometimes, the attachment of a prosthetic group) all the covalent links 
within a protein are formed in this way. Covalently, therefore, a protein is to 
a large extent a linear molecule (in the topological sense) and there is little 
evidence that the backbone is ever branched. From this point of view the 
cross-linking by S-S bridges is looked upon as a secondary process. 

The second important point-and I am surprised that it is not remarked 
more often-is that only about twenty different kinds of amino acids occur 
in proteins, and that these same twenty occur, broadly speaking, in all 
proteins, of whatever origin-animal, plant or micro-organism. Of course 
not every protein contains every amino acid-the amino acid tryptophan, 
which is one of the rarer ones, does not occur in insulin, for example- 
but the majority of proteins contain at least one of each of the twenty 
amino acids. In addition all these twenty amino acids (apart from glycine) 
have the L configuration when they occur in genuine proteins. 

There are a few proteins which contain amino acids not found else- 

FH. Crick. Symp Soc. Exp. Biol. 12:138-163 (1958)
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D,
ON THE IMPOSSIBILITY OF ALL OVERLAPPING TRIPLET CODES

IN INFORMATION TRANSFER FROM NUCLEIC
ACID TO PROTEINS

BY S. BRENNER
MEDICAL RESEARCH COUNCIL UNIT FOR THE STUDY OF THE MOLECULAR STRUCTURE OF

BIOLOGICAL SYSTEMS, CAVENDISH LABORATORY, CAMBRIDGE, ENGLAND

Communicated by G. Gamow, June 10, 1957

It is a generally accepted view that nucleic acids control the synthesis of pro-
teins, and it has been proposed more specifically that the sequence of amino acids
in a polypeptide chain is determined by the order of nucleotides in ribo- or deoxy-
ribonucleic acid. The problem of how this determination is effected has come
to be known as the "coding" problem. The formal aspects of this problem can be
investigated theoretically, and most of the work done in this field has recently
been reviewed by Gamow, Rich, and Yeas.'

Since there are only four different nucleotides in RNA or DNA to determine
twenty different amino acids, it is clear that more than one nucleotide must be used
to code for each amino acid. Most codes have been constructed on the basis that
each amino acid is determined by a set of three nucleotides. Such triplet codes,
however, have an excess of information, since there are sixty'four different triplets
for the twenty amino acids. In Gamow's original diamond code, several triplets,
chosen in a particular way, coded for any given amino acid; the code was therefore
"degenerate." This code was also of the overlapping type-that is, the number
of nucleotides in the nucleic acid was equal to the number of amino acids in the
polypeptide chain. Gamow's diamond code does not, in fact, code for known se-
quences, and the same is true for the major-minor code, another overlapping triplet
code, invented by L. Orgel.' These are, however, only two examples of a large
number of possible codes of this type which can be obtained by choosing different
ways of degenerating the triplets. To test all of these systematically is clearly
impossible, and hence it is necessary to have some general theorem about such
codes.
The general overlapping triplet code has the following properties.
(i) The coding triplets are chosen from four nucleotides, A, B, C, and D, giving

sixty-four different triplets.
(ii) Coding is overlapping, each triplet sharing two nucleotides with the succeed-

ing triplet in a sequence. Thus the sequence ABCDA codes for three amino acids:
ABC for the first, BCD for the second, and CDA for the third.

(iii) An amino acid may be represented by more than one triplet; that is, the
sixty-four triplets are degenerated into twenty sets.
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GENERAL NATURE OF THE GENETIC CODE FOR PROTEINS 

By DR. F. H. C. CRICK, F.R.S., LESLIE BARNETr, DR. S. BRENNER 
and DR. R. J. WAITS-TOBIN 

Medical Research _Council Unit for Molecular Biology, 
Cavend1sh Laboratory, Cambridge 

T HERE is now a mass of indirect evidence which 
that the amino-acid sequence along the 

polypeptide chain of a protein is determined by the 
sequence _of bases along some particular part of 
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Nature, b';lt only four common bases, it has often 
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m some way a code for the sequence of the amino-
acids. In this article we report genetic experiments 
which, the work of others, suggest that 
the genetlC code IS of the following general type: 

(a) A group of three bases (or, less likely, a multiple 
of three bases) codes one amino-acid. 

. (b) The code is not of the overlapping type (see 
Fig. 1). 

(c) The sequence of the bases is read from a :fixed 
starting point. This determines how the long 
sequences of bases are to be correctly read off as 
triplets. There are no special 'commas' to show how 

select the right triplets. If the starting point is 
by one base, then the reading into triplets 

IS displaced, and thus becomes incorrect. 
(d) The code is probably 'degenerato'; that is, in 

general, one particular amino-acid can be coded by 
one of several triplets of bases. 

The Reading of the Code 
The evidence that the genetic code is not over-

lapping (see Fig. 1) does not come from our work, 
but from that of Wittmann 1 and of Tsugita and 
Fraenkel-Conrat 2 on the mutants of tobacco mosaic 

produced by nitrous acid. In an overlapping 
triplet code, an alteration to one base will in general 
cha?ge thre.e adjacent amino-acids in the polypeptide 
cham. Their work on the alterations produced in the 
protein of the virus show that usually only one 
amin?·acid a ti:z_ne is changed as a result of treating 
the nbonucleic acid (RNA) of the virus with nitrous 
acid. In the rarer cases where two amino-acids are 
a!tered (owing presumably to two separate deamina-
tlons by the mtrous acid on one piece of RNA), the 
altered amino-acids are not in adjacent positions in 
the polypeptide chain. 

Brenner• had previously shown that, if the code 
were universal (that is, the same throughout Nature), 
then all overlapping triplet codes were impossible. 
Moreover, all the abnormal human hmmoglobins 
studied in detail• show only single amino-acid changes. 
The. newer experimental results essentially rule out 
all simple codes of the overlapping type. 

If the code is not overlapping, then there must be 
some arrangement to show how to select the correct 
triplets quadruplets, or whatever it may be) along 
the contmuous sequence of bases. One obvious 
suggestion is that, say, every fourth base is a 'comma'. 
Another idea is that certain triplets make 'sense', 
whereas others make 'nonsense', as in the comma-free 

codes of Crick, Griffith and OrgeP. Alternatively, 
the correct choice may be made by starting at a fixed 
point and working along the sequence of bases three 
(or four, or whatever) at a time. It is this possibility 
which we now favour. 

Experimental Results 
Our genetic experiments have been carried out on 

the B cistron of the ru region of the bacteriophage 
T4, which attacks strains of Escherichia coli. This is 
the system so brilliantly exploited by Benzer&• 7• 

The ru region consists of two adjacent genes, or 
'cistrons', called cistron A and cistron B. The wild-
type phage will grow on both E. coli B (here called 
B) and on E. coli Kl2 (:A) (here called K), but a phage 
which has lost the function of either gene will not 
grow on K. Such a phage produces an 1" plaque on B. 
Many point mutation.<> of the genes are known which 
behave in this way. Deletions of part of the region 
are also found. Other mutations, known as 'leaky', 
show partial function; that is, they will grow on K 
but their plaque-type on B is not truly wild. We 
report here our work on the mutant P 13 (now 
re-named FO 0) in the Bl segment of the B cistron. 
This mutant was originally produced by the action 
of proflavin•. 

We• have previously argued that acridines such 
as proflavin act as mutagens because they add or 
delete a base or bases. The most striking evidence in 
favour of this is that mutants produced by acridines 
are seldom 'leaky'; they are almost always completely 
lacking in the function of the gene. Since our note 
was published, experimental data from two sources 
have been added to our previous evidence: (I) we 
have examined a set of 126 ru mutants made with 
acridine yellow; of these only 6 are leaky (typically 
about half the mutants made with base analogues 
are leaky); (2) Streisinger10 has found that whereas 
mutants of the lysozyme of phage T4 produced by 
base-analogues are usually leaky, all lysozyme 
mutants produced by profiavin are negative, that is, 
the function is completely lacking. 

If an acridine mutant is produced by, say, adding a. 
base, it should revert to 'wild-type' by deleting a base. 
Our work on revertants of FO 0 shows that it usually 
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Discovery of the Genetic Code for Proteins

• Properties of the general overlapping triplet code:
Coding triplets from 4 nt: maximum of 64 triplets 
Each triplet shares 2 nt with next triplet. 
Degeneracy: 64 triplets degenerated in 20 aa. 

There could not be more than 256 dipeptide sequences 
(represented by sequence of 4 nt). 
Yet there are in theory 400 dipeptide sequences. 

• Therefore, peptide sequences would be constrained:

• Proof based on data (reductio ad absurdum): 64 triplets are 
insufficient to code the known aa sequences.
Any triplet can be preceded (or succeeded) by only 4 different nucleotides, 
hence 4 different triplets. 
Consider j,k,l aa. For every triplet for k, there are at most  4 j N-neighbour, 
and 4 l, C-neighbours. One can count the minimum of triplets required to 
encode k to account for the largest number of neighbours. 

BIOCHEMISTRY: S. BRENNER

Since any dipeptide sequence is represented by a sequence of four nucleotides,
there cannot be more than 256 different dipeptides. On the other hand, if all di-
peptide sequences were possible, 400 would be expected. Thus overlapping codes
introduce restrictions in amino acid sequences. The number of dipeptide se-
quences known is less than 256, and, although statistical studies have suggested
that all dipeptides are likely to be found, the significance of this result has been
difficult to assess.1 The sample of proteins studied is highly selected, a large number
of sequences are fragmentary, and the methods used to study sequences further
bias the data.

However, sufficient sequences are known to prove that it is impossible to code
them with overlapping triplets. The proof is simple and does not depend on any
special way of degenerating the triplets. It consists in the demonstration that
sixty-four triplets are insufficient to code the known sequences.

Proof: Since successive triplets share two nucleotides in common, any given
triplet can be preceded by only four different triplets and succeeded by only four
different triplets. In an amino acid sequence j.k.l., we call j an N-neighbor, and 1
a C-neighbor, of k. For every four different N-neighbors (or C-neighbors) or part
thereof, k must have one triplet assigned to it. Thus the minimum number of
triplet representations for each amino acid can be counted from a table of neighbors.
The available sequences are given in the Appendix. From these sequences a

grid is constructed and the different neighbors counted for each amino acid. The
number of triplets assigned to each amino acid is based on the larger number of its
neighbors. These data are given in Table 1, from which it can be seen that seventy

TABLE- 1
Minimum Minimum
No. of No. of

Amino Triplets Amino Triplets
Acid C-Neighbors N-Neighbors Required Acid C-Neighbors N-Neighbors Required
Lys 18 17 5 Pro 13 12 4
Ser 17 , 13 5 Tyr 12 10 3
Gly 15 15 4 Glu 11 11 3
Leu 15 15 4 Glun 12 9 3
Cys 15 14 4 Asp 10 11 3
Arg 14 16 4 Asn 9 10 3
Ala 14 15 4 Ileu 9 9 3
Val 14 12 4 His 6 9 3
Thr 13 14 4 Met 5 7 2
Phe 13 14 4 Try 3 3 1

Total 70

triplets would be required to code the sequences. We conclude, then, that all
overlapping triplet codes are impossible.

This result has one important physical implication. The original formulation of
overlapping codes was based on the similarity of the internucleotide distance in
DNA to the spacing between amino acid residues in an extended polypeptide
chain. It was supposed that each amino acid was spatially related in a one-to-one
way with each nucleotide on a nucleic acid template. The present result shows
that this cannot be so and that each amino acid is stereochemically related to at
least two, if not three, nucleotides, depending on whether coding is partially over-
lapping or nonoverlapping. The difficulties raised. by this call easily be overcome
by assuming that the polypeptide sequence is in contact with the nucleic acid tem-
plate only at the growing point, and detailed schemes can be readily proposed.
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select the right triplets. If the starting point is 
by one base, then the reading into triplets 

IS displaced, and thus becomes incorrect. 
(d) The code is probably 'degenerato'; that is, in 

general, one particular amino-acid can be coded by 
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but from that of Wittmann 1 and of Tsugita and 
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produced by nitrous acid. In an overlapping 
triplet code, an alteration to one base will in general 
cha?ge thre.e adjacent amino-acids in the polypeptide 
cham. Their work on the alterations produced in the 
protein of the virus show that usually only one 
amin?·acid a ti:z_ne is changed as a result of treating 
the nbonucleic acid (RNA) of the virus with nitrous 
acid. In the rarer cases where two amino-acids are 
a!tered (owing presumably to two separate deamina-
tlons by the mtrous acid on one piece of RNA), the 
altered amino-acids are not in adjacent positions in 
the polypeptide chain. 

Brenner• had previously shown that, if the code 
were universal (that is, the same throughout Nature), 
then all overlapping triplet codes were impossible. 
Moreover, all the abnormal human hmmoglobins 
studied in detail• show only single amino-acid changes. 
The. newer experimental results essentially rule out 
all simple codes of the overlapping type. 

If the code is not overlapping, then there must be 
some arrangement to show how to select the correct 
triplets quadruplets, or whatever it may be) along 
the contmuous sequence of bases. One obvious 
suggestion is that, say, every fourth base is a 'comma'. 
Another idea is that certain triplets make 'sense', 
whereas others make 'nonsense', as in the comma-free 

codes of Crick, Griffith and OrgeP. Alternatively, 
the correct choice may be made by starting at a fixed 
point and working along the sequence of bases three 
(or four, or whatever) at a time. It is this possibility 
which we now favour. 

Experimental Results 
Our genetic experiments have been carried out on 

the B cistron of the ru region of the bacteriophage 
T4, which attacks strains of Escherichia coli. This is 
the system so brilliantly exploited by Benzer&• 7• 

The ru region consists of two adjacent genes, or 
'cistrons', called cistron A and cistron B. The wild-
type phage will grow on both E. coli B (here called 
B) and on E. coli Kl2 (:A) (here called K), but a phage 
which has lost the function of either gene will not 
grow on K. Such a phage produces an 1" plaque on B. 
Many point mutation.<> of the genes are known which 
behave in this way. Deletions of part of the region 
are also found. Other mutations, known as 'leaky', 
show partial function; that is, they will grow on K 
but their plaque-type on B is not truly wild. We 
report here our work on the mutant P 13 (now 
re-named FO 0) in the Bl segment of the B cistron. 
This mutant was originally produced by the action 
of proflavin•. 

We• have previously argued that acridines such 
as proflavin act as mutagens because they add or 
delete a base or bases. The most striking evidence in 
favour of this is that mutants produced by acridines 
are seldom 'leaky'; they are almost always completely 
lacking in the function of the gene. Since our note 
was published, experimental data from two sources 
have been added to our previous evidence: (I) we 
have examined a set of 126 ru mutants made with 
acridine yellow; of these only 6 are leaky (typically 
about half the mutants made with base analogues 
are leaky); (2) Streisinger10 has found that whereas 
mutants of the lysozyme of phage T4 produced by 
base-analogues are usually leaky, all lysozyme 
mutants produced by profiavin are negative, that is, 
the function is completely lacking. 

If an acridine mutant is produced by, say, adding a. 
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reverts not by reversing the original mutation but by 
producing a second mutation at a nearby point on 
the genetic map. That is, by a 'suppressor' in the 
same gene. In one case (or possibly two cases) it 
may have reverted back to true wild, but in at least 
18 other cases the 'wild type' produced was really a 
double mutant with a 'wild' phenotype. Other 
workers11 have found a similar phenomenon with 
ru mutants, and Jinks12 has made a detailed analysis 
of suppressors in the hm gene. 

The genetic map of these 18 suppressors of FO 0 
is shown in Fig. 2, line a. It will be seen that they 
all fall in the Bl segment of the gene, though not all 
of them are very close to FO 0. They scatter over 
a region about, say, one-tenth the size of the B 
cistron. Not all are at different sites. We have 
found eight sites in all, but most of them fall into 
or near two close clusters of sites. 

In all cases the suppressor was a non-leaky r. That 
is, it gave an r plaque on Band would not grow on K. 
This is the phenotype shown by a complete deletion 
of the gene, and shows that the function is lacking. 
The only possible exception was one case where the 
suppressor appeared to back-mutate so fast that we 
could not study it. 

Each suppressor, as we have said, fails to grow on 
K. Reversion of each can therefore be studied by 
the same procedure used for FO 0. In a few cases 
these mutants apparently revert to the original wild-
type, but usually they revert by forming a. double 
mutant. Fig. 2, lines b-g, shows the mutants pro-
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duced as suppressors of these suppressors. Again all 
these new suppressors are non-leaky r mutants, and 
all map within the Bl segment for one site in the 
B2 segment. 

Once again we have repeated the process on two 
of the new suppressors, with the samo general results, 
as shown in Fig. 2, lines i and j. 

All these mutants, except the original FO 0, 
occurred spontaneously. We have, however, pro-
duced one set (as suppressors of FO 7) using acridine 
yellow as a. mutagen. The spectrum of suppressors 
we get (see Fig. 2, line h) is crudely similar to the 
spontaneous spectrum, and all the mutants are 
non-leaky r's. We have also tested a (small) selection 
of all our mutants and shown that their reversion-
rates are increased by acridine yellow. 

Thus in all we have about eighty independent r 
mutants, all suppressors of FO 0, or suppressors of 
suppressors, or suppressors of suppressors of sup· 
pressors. They all fall within a limited region of 
the gene and they are all non-leaky r mutants. 

The double mutants (which contain a. mutation 
plus its suppressor) which plate on K have a. variety 
of plaque types on B. Some are indistinguishable 
from wild, some can be distinguished from wild with 
difficulty, while others are easily distinguishable and 
produce plaques rather like r. 

We have checked in a. few cases that the pheno-
menon is quite distinct from 'complementation', 
since the two mutants which separately are pheno-
typically r, and together are wild or pseudo-wild, 
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J.'ig. 2. A tentative map---<mly very roughly to scale-of the left-hand end of the B cistron, showing the position of the FO family of 
mutants. The order of sites within the regions covered by brackets (at the top of the llgure) Is not known. Mutants in italics have 
only been located approximately. Each line represents the suppressors picked up from one mutant, namely, that marked on the line 

in bold llgures 

B cistron of rII region of Bacteriophage T4  
(mutants in B will not grow on strain K12 of E. coli)
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must be put together in the same piece of genetic 
material. A simultaneous infection of K by the 
two mutants in separate viruses will not do. 

The Explanation in Outline 
011r explanation of all these facts is based on tho 

theory set out at the beginning of this article. 
Although we havo no direct evidence that the B 
cistron produces a polypeptide chain (probably 
through an RNA intermediate), in what follows we 
shall assume this to be so. To fix ideas, we imagine 
that the string of nucleotide bases is read, triplet by 
triplet, from a. starting point on the left of the B 
cistron. We now suppose that, for example, the 
mutant FO 0 was produced by the insertion of an 
additional base in the wild-type sequence. Then this 
addition of a base at the FO 0 site will mean that the 
reading of all the triplets to the right of FO 0 will 
be shifted along one base , and will therefore be incor-
rect. Thus the amino-acid sequence of the protein 
which the B cistron is presumed to produce will be 
completely altered from that point onwards. This 
explains why the function of the gene is lacking. To 
simplify the explanation, we now postulate that a 
suppressor of FO 0 (for example, FO 1) is formed by 
deleting a base. Thus when the FO l mutation is 
present by itself, all triplets to the right of FO 1 
will be read incorrectly and thus the function will be 
absent. However, when both mutations are present 
in the same piece of DNA, as in the pseudo-wild 
double mutant FO (0 + 1), then although the 
reading of triplets between FO 0 and FO 1 will be 
altered, the original reading will be restored to the 
rest of the gene. This could explain why such double 
mutants do not always have a true wild phenotype 
but are often pseudo-wild, since on our theory a 
small length of their amino-acid sequence is different 
from that of the wild-type. 

For convenience we have designated our original 
mutant FO 0 by the symbol + (this choice is a pure 
convention at thifl stage) which we have so far con-
sidered as the addition of a single base. The suppres-
sors of FO 0 have therefore been designated -. The 
suppressors of these suppressors have in the same way 
been labelled as + , and the suppressors of these last 
sets have again been labelled - (see Fig. 2). 

Double Mutants 

We can now ask: What is the character of any double 
mutant we like to form by putting together in the 
same gene any pair of mutants from our set of about 
eighty? Obviously, in some cases we already know 
the answer, since some combinations of a + with a -
were formed in order to isolate the mutants. But, by 
definition, no pair consisting of one + with another + 
has been obtained in this way, and there are many 
combinations of + with - not so far tested. 

Now our theory clearly predicts that all combina-
tions of the type + with + (or - with - ) should 
give an r phenotype and not plate on K. We have 
put together 14 such pairs of mutants in the cases 
listed in Table 1 and found this prediction confirmed. 

Table 1. DOUBLE MUTANTS HAVINO THE r PHENOTYPE 

- With - + With + 
FC (1 + 21) FC (0 + 58) FC (40 + 67) 
FO (23 + 21) PC (0 + 38) FC (40 + 58) 
FC (1 + 23) PC (0 + 40) PC (40 + 55) 
PC (1 + 9) FC (0 + 55) FC (40 + 1\4) 

FC (0 + 54) FC (40 + 38) 

At first sight one would expect that all combinations 
of the type ( + with -) would be wild or pseudo-wild, 
but the situation is a little more intricate than that, 
and must be considered more closely. This springs 
from the obvious fact that if the code is made of 
triplets, any long sequence of bases can be read 
correctly in one way, but incorrectly (by starting 
at the wrong point) in two different ways, depending 
whether the 'reading frame' is shifted one place to 
the right or one place to the left. 

If we symbolize a shift, by one place, of the reading 
frame in one direction by - and in the opposite 
direction by +-, th@n we can establish the convention 
that our + is always at the head of the arrow, and 
our - at the tail. This is illustrated in Fig. 3. 

We must now ask: Why do our suppressors not 
extend over the whole of the gene ? The simplest 
postulate to make is that the shift of the reading 
frame produces some triplets the reading of which is 
'unacceptable'; for example, they 10ay be 'nonsense', 
or stand for 'end the chain', or be unacceptable in 
some other way due to the complications of protein 
structure. This means that a suppressor of, say, 

FO 0 must be within a region such 
r----r----r----r----r----r----r----r----r- that no 'unacceptable' triplet is pro· 

duced by the shift in the reading 
frame between FO 0 and its sup-
pressor. But, clearly, since for any 
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Fig. 3. To show that our convention for arrows is consistent. The letters .A, B and c 
each represent a different base of tho nucleic acid. For simplicitv a repeating sequence 
of bases, ABC, ill shown. (This would code for a polypeptide for which evef\' amino-acid 
was the same.) A triplet code is asaumed. The dotted lines repre•ent the imaginary 
'reading frame' Implying that the sequence is read in sets of three starting on the left 

sequence there are two possible mis-
readings, we might expect that the 
'unacceptable' triplets produced by 
a _., shift would occur in dif-
ferent places on the map from those 
produced by a· +-shift . 

Examination of the spectra of 
suppressors (in each case putting 
in the arrows ->- or +-) suggests 
that while the shift is acceptable 
anywhere within our region (though 
not outside it) the shift +-, starting 
from points near FO 0, is acceptable 
over only a more limited stretch. 
This is shown in Fig. 4. Some-
where in the left part of our region, 
between FO 0 or FO 9 and the 
FO 1 group, there must be one or 
more unacceptable triplets when 
a -<c-. shift is made; similarly for 

F. Crick, L. Barnett, S. Brenner and J. Watts_Tobin. Nature 192: 1227-1232 (1961) 
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wild-type gene
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base added

C A T C A T C A T C A T C T C A T C A T

base deleted
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base added, base deleted

(–)

(–)

(+)
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message in
phase again

Figure 4.9: Cartoon showing the restoration of phase in DNA sequences through
collections of insertion and deletions. (Adapted from H. F. Judson, The Eighth
Day of Creation, Cold Spring Harbor, Cold Spring Harbor Laboratory Press,
1996.)

alternatively an insertion and a deletion) should restore nonfunctional genes to
functional status since they would restore the reading of the gene to the correct,
original phase as shown in Figure 4.9. As a result, by mixing and matching
insertion and deletion mutants it was possible to show that the genetic code
was functionally based on collections of triplets.

Phage Were Instrumental in Elucidating the Existence of mRNA

Though it is easy for any reader of a textbook to quote with authority the
various biological roles of RNA, it is quite another matter to demonstrate such
assertions experimentally, especially for the first time. Another of the classic
experiments which ushered in molecular biology on the heels of phage research
and which served to strengthen the experimental backdrop to the central dogma
concerned the functional role of what is now known as mRNA (for messenger
RNA).

One of the early pieces of evidence in favor of the idea that mRNA served
as an intermediate in protein synthesis came from the observation that in cells
infected by phage there was an unstable RNA fraction (as opposed to the rela-
tively stable RNA that makes up the ribosome) with a similar base composition

R. Phillips, J. Kondev, J. Thériot & H. Garcia. 
Physical Biology of the Cell (Garland Science) 2012

• Proflavin leads to addition of base (+); or deletion of base (—) 
both give the r phenotype (no plaque, ie. non functional T4 on E. coli K strain) 

• Results:  
+ with — reverts to wild type 
+  with + or — with — maintain r phenotype  
+ ; +; + reverts to wild type
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the region to the right of the FO 21 cluster. _Thus 
we predict that a _a + w1th a 
- will be wild or pseudo-wild 1f 1t mvolves a -+ 
shift, but that such pairs involving a -<- shift will be 
phenotypically r if the arrow crosses one or more of 
the forbidden places, since then an unacceptable 
triplet will be produced. 

Table 2. DOUBLE MUTANTS OF THE TYPE ( + WITH -) 

FC 41 FC 0 FC 40 FC 42 FC 58 • FC 63 FC 38 
FCl lV W W W W 
FC86 W W W W W 

F09 
FC 82 

FC 21 

FC 88 

FC87 

w 

w 

w w w 
w 

w 
w 
w 
w 

w 

w 

w 

w 

w 
W, wild or pseudo-wild phenotype; ll', wild or pseudo-wlld com-

bination used to Isolate the suppressor; r, r phenotype. 
• Double mutants formed with FC 58 (or with l!'C 34) give sharp 

plaques on K. 

We have tested this prediction in the 28 cases 
shown in Table 2. We expected 19 of these to be 
wild, or pseudo-wild, and 9 of them to have the r 
phenotype. In all cases our prediction was correct. 
We regard this as a striking confirmation of our 
theory. It may be of interest that the theory was 
constructed before these particular experimental 
results were obtained. 

Rigorous Statement of the Theory 
So far we have spoken as if the evidence supported 

a triplet code, but this was simply for illustration. 
Exactly the same results would be obtained if the 
code operated with groups of, say, 5 bases. Moreover, 
our symbols + and - must not be taken to mean 
literally the addition or subtraction of a. single base. 

It is easy to see that our symbolism is more exactly 
as follows: 

+ represents 
- represents 

+m, modulo n 
-m, modulo n 

where n (a positive integer) is the coding ra.tio (that 
is, the number of bases which code one amino-acid) 
and m is any integral number of bases, positive or 
negative. 

It can also be seen that our choice of reading 
direction is arbitrary, and that the same results (to 
a first approximation) would be obtained in whichever 
direction the genetic material was read, that is, 
whether the starting point is on the right or the left 
of the gene, as conventionally drawn. 

Triple Mutants and the Coding Ratio 
The somewhat abstract description given above is 

necessary for generality, but fortunately we have 
convincing evidence that the coding ratio is in fact 
3 or a multiple of 3. 

This we have obtained by constructing triple 
mutants of the form ( + with + with +)or (- with -
with - ). One must be careful not to make shifts 

Table 3. TRIPLE MUTANTS HAVING A WILD OR PSEUDO-WU.D PHENO· 
TYPE 

FO (0 + 40 + 38) 
FC (0 + 40 + 68) 
FC (0 + 40 + 67) 
FC (0 + 40 + 64) 
FC (0 + 40 + 65) 
FC (1 + 21 + 23) 

FCO 
j. 

FC I I-t •- -- -- ' FC 21 

£li I t FC40 

FCb • 

FCIO. 

t FC 36 

---------------------:- FC bJ 

- tFCbb 

FC'I-; ---------------_.t FOB 

fC4bi <-------;- FC7 ;- FC47 

FC74--;' t FC42 

FCBb 1-----------------------T FC47 
Fig. 4. A simplified version of the genetic map of Fig. 2. Each 
line corresi>onds to the suppressor from one mutant, here under-
lined The arrows show the range over which suppressors have so 
far been found, the extreme mutants being named on the map. 

Arrows to the right are shown solid, arrows to the left dotted 

across the 'unacceptable' regions for the -<- shifts, 
but these we can avoid by a proper choice of mutants. 

We have so far examined the six cases listed in 
Table 3 and in all cases the triples are wild or pseudo-
wild. 

The rather striking nature of this result can be 
seen by considering one of them, for example, the 
triple (FO 0 with FO 40 with FO 38). These three 
mutants are, by themselves, all oflike type ( + ). We 
can say this not merely from the way in which they 
were obtained, but because each of them, when 
combined with our mutant FO 9 (-),gives the wild, 
or pseudo-wild phenotype. However, either singly 
or together in pairs they have an r phenotype, and 
will not grow on K. That is, the function of the 
gene is absent. Nevertheless, the combination of all 
three in the same gene partly restores the function 
and produces a pseudo-wild phage which grows on K. 

This is exactly what one would expect, in favourable 
cases, if the coding ratio were 3 or a multiple of 3. 

Our ability to find the coding ratio thus depends 
on the fact that, in at least one of our composite 
mutants which are 'wild', at least one amino-acid 
must have been added to or deleted from the poly-
peptide chain without disturbing the function of the 
gene-product too greatly. 

This is a very fortunate situation. The fact that we 
can make these changes and can study so large a 
region probably comes about because _this part 
of the protein is not essential for its functwn. That 
this is so has already been suggested by Champe 
and Benzer18 in their work on complementation in the 
ru region. By a special test (combined infection on 
K, followed by plating on B) it is possible to examine 
the function of the A cistron and the B cistron 
separately. A particular deletion, 1589 (see Fig. 5) 
covers the right-hand end of the A cistron and part 
of the left-hand end of the B cistron. Although 
1589 abolishes the A function, they showed that it 
allows the B function to be expressed to a considerable 
extent. The region of the B cistron deleted by 1589 
is that into which all our FO mutants fall. 

Joining two Genes Together 
We have used this deletion to re-inforce our idea 

that the sequence is read in groups from a fixed 
starting point. Normally, an alteration confined 
to the A cistron (be it a deletion, an acridine mutant, 
or any other mutant) does not prevent the 
of the B cistron. Conversely, no alterat10n w1thm 
the B cistron prevents the function of the A cistron. 
This implies that there may be a region between the 
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must be put together in the same piece of genetic 
material. A simultaneous infection of K by the 
two mutants in separate viruses will not do. 

The Explanation in Outline 
011r explanation of all these facts is based on tho 

theory set out at the beginning of this article. 
Although we havo no direct evidence that the B 
cistron produces a polypeptide chain (probably 
through an RNA intermediate), in what follows we 
shall assume this to be so. To fix ideas, we imagine 
that the string of nucleotide bases is read, triplet by 
triplet, from a. starting point on the left of the B 
cistron. We now suppose that, for example, the 
mutant FO 0 was produced by the insertion of an 
additional base in the wild-type sequence. Then this 
addition of a base at the FO 0 site will mean that the 
reading of all the triplets to the right of FO 0 will 
be shifted along one base , and will therefore be incor-
rect. Thus the amino-acid sequence of the protein 
which the B cistron is presumed to produce will be 
completely altered from that point onwards. This 
explains why the function of the gene is lacking. To 
simplify the explanation, we now postulate that a 
suppressor of FO 0 (for example, FO 1) is formed by 
deleting a base. Thus when the FO l mutation is 
present by itself, all triplets to the right of FO 1 
will be read incorrectly and thus the function will be 
absent. However, when both mutations are present 
in the same piece of DNA, as in the pseudo-wild 
double mutant FO (0 + 1), then although the 
reading of triplets between FO 0 and FO 1 will be 
altered, the original reading will be restored to the 
rest of the gene. This could explain why such double 
mutants do not always have a true wild phenotype 
but are often pseudo-wild, since on our theory a 
small length of their amino-acid sequence is different 
from that of the wild-type. 

For convenience we have designated our original 
mutant FO 0 by the symbol + (this choice is a pure 
convention at thifl stage) which we have so far con-
sidered as the addition of a single base. The suppres-
sors of FO 0 have therefore been designated -. The 
suppressors of these suppressors have in the same way 
been labelled as + , and the suppressors of these last 
sets have again been labelled - (see Fig. 2). 

Double Mutants 

We can now ask: What is the character of any double 
mutant we like to form by putting together in the 
same gene any pair of mutants from our set of about 
eighty? Obviously, in some cases we already know 
the answer, since some combinations of a + with a -
were formed in order to isolate the mutants. But, by 
definition, no pair consisting of one + with another + 
has been obtained in this way, and there are many 
combinations of + with - not so far tested. 

Now our theory clearly predicts that all combina-
tions of the type + with + (or - with - ) should 
give an r phenotype and not plate on K. We have 
put together 14 such pairs of mutants in the cases 
listed in Table 1 and found this prediction confirmed. 

Table 1. DOUBLE MUTANTS HAVINO THE r PHENOTYPE 

- With - + With + 
FC (1 + 21) FC (0 + 58) FC (40 + 67) 
FO (23 + 21) PC (0 + 38) FC (40 + 58) 
FC (1 + 23) PC (0 + 40) PC (40 + 55) 
PC (1 + 9) FC (0 + 55) FC (40 + 1\4) 

FC (0 + 54) FC (40 + 38) 

At first sight one would expect that all combinations 
of the type ( + with -) would be wild or pseudo-wild, 
but the situation is a little more intricate than that, 
and must be considered more closely. This springs 
from the obvious fact that if the code is made of 
triplets, any long sequence of bases can be read 
correctly in one way, but incorrectly (by starting 
at the wrong point) in two different ways, depending 
whether the 'reading frame' is shifted one place to 
the right or one place to the left. 

If we symbolize a shift, by one place, of the reading 
frame in one direction by - and in the opposite 
direction by +-, th@n we can establish the convention 
that our + is always at the head of the arrow, and 
our - at the tail. This is illustrated in Fig. 3. 

We must now ask: Why do our suppressors not 
extend over the whole of the gene ? The simplest 
postulate to make is that the shift of the reading 
frame produces some triplets the reading of which is 
'unacceptable'; for example, they 10ay be 'nonsense', 
or stand for 'end the chain', or be unacceptable in 
some other way due to the complications of protein 
structure. This means that a suppressor of, say, 

FO 0 must be within a region such 
r----r----r----r----r----r----r----r----r- that no 'unacceptable' triplet is pro· 

duced by the shift in the reading 
frame between FO 0 and its sup-
pressor. But, clearly, since for any 
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Fig. 3. To show that our convention for arrows is consistent. The letters .A, B and c 
each represent a different base of tho nucleic acid. For simplicitv a repeating sequence 
of bases, ABC, ill shown. (This would code for a polypeptide for which evef\' amino-acid 
was the same.) A triplet code is asaumed. The dotted lines repre•ent the imaginary 
'reading frame' Implying that the sequence is read in sets of three starting on the left 

sequence there are two possible mis-
readings, we might expect that the 
'unacceptable' triplets produced by 
a _., shift would occur in dif-
ferent places on the map from those 
produced by a· +-shift . 

Examination of the spectra of 
suppressors (in each case putting 
in the arrows ->- or +-) suggests 
that while the shift is acceptable 
anywhere within our region (though 
not outside it) the shift +-, starting 
from points near FO 0, is acceptable 
over only a more limited stretch. 
This is shown in Fig. 4. Some-
where in the left part of our region, 
between FO 0 or FO 9 and the 
FO 1 group, there must be one or 
more unacceptable triplets when 
a -<c-. shift is made; similarly for 

• The code is made of non overlapping triplets of bases
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Figure 12.11

Fidelity in protein synthesis. Many differ-
ent species of tRNA are competing for the
same site within the ribosome. Only one
of those species is the correct one.

mRNA

5′ 3′

tRNA RECOGNITION tRNAs

ribosome

E P A

equilibrium, where, depending upon concentrations and interaction energies,
the system adopts a distribution of all products and reactants, as shown in
Figure 12.13(A). The second example shown in Figure 12.13(B) is very familiar
from biological cartoons in which a specific linear order of processes unfolds.
The distinction between these two examples is revealed by an everyday analogy
of what has been called “socks before shoes” kinetics, as shown in Figure 12.14.
The final example in Figure 12.13(C) is branched assembly, such as the assem-
bly of viruses, shown in Figure 12.15. In this case, several parts must ultimately
be put together in some order, and each of the pieces to that eventual assembly
themselves assemble by some linear pathway.

In processes such as the assembly of the ribosome or viruses, there is a
definite and required progression. Recall that the ribosome is an enormous
macromolecular complex with a mass in excess of 2 MDa and consisting of
both RNA and proteins. The two primary rRNAs are complemented by on the
order of 50 distinct proteins that together make the protein factory responsi-
ble for polypeptide bond formation. Interestingly, as the result of the constant
labors of generations of researchers and techniques, the ribosome is known to
assemble according to a strict molecular ballet.

Perhaps even more amazing is the sequential assembly of the bacterial
viruses known as bacteriophages, shown in Figure 12.15. For tailed bacterio-
phages like that illustrated, we see that the capsid and the tail structure are
assembled independently, and only after the DNA genome has been packaged
into the capsid does the tail get added to the virion.

Many of the conformational changes that drive cellular responses like those
described in the previous few sections of this chapter are effectively irreversible.
We have seen other examples throughout the book, as well. For example, the
Janus transcription factors described in chapter 8 (p. 299) behave as activators or
repressors depending upon the cleavage (essentially irreversible) of part of the
protein. Similarly, as we saw in our discussion of nucleosomes, their free-energy
landscape can be altered through the action of energy-consuming enzymes that
impose posttranslationalmodifications that send the protein into some “perma-
nent” different conformational state that can be undone only through the action
of some other energy-consuming process.

-1—
0—

+1—

RNA Codewords and Protein Synthesis 
The Effect of Trinucleotides upon the Binding 

of sRNA to Ribosomes 

Marshall Nirenberg and Philip Leder 

Although many properties of the 
RNA code and protein synthesis have 
been clarified with the use of synthetic 
polynucleotides containing randomly or- 
dered bases, a more comprehensive un- 
derstanding of certain aspects of the 
code clearly requires investigation with 
nucleic acid templates of demonstrated 
structure. Since oligonucleotides of 
known base sequence are readily pre- 
pared and characterized, we have tried, 
in many ways, to use defined oligonu- 
cleotide fractions for studies relating to 
the RNA code. In this article we de- 
scribe a simple, direct method which 
should provide a general method for 
determining the genetic function of 
triplets of known sequence. The system 
is based upon interactions between ribo- 
somes, aminoacyl sRNA (1), and 
mRNA which occur during the process 
of codeword recognition, prior to pep- 
tide-bond formation. 

The binding of sRNA to ribosomes 
has been observed in many studies (2, 
3); however, this interaction is not 
fully understood. An exchangeable 
binding of sRNA to ribosomes was re- 
ported by Cannon, Krug, and Gilbert 
(4). However, the addition of polyU 
induced, with specificity, Phe-sRNA 
binding to ribosomes, as demonstrated 
in the laboratories of Schweet (5-7) 
and Lipmann (8), by Kaji and Kaji 
(9, 10), and by Spyrides (11). Binding 
was reported to be dependent upon 
GTP (6, 7) and the first transfer en- 
zyme (5-7), but not upon peptide- 
bond synthesis. However, the mecha- 
nism of binding and the possibility 
of a prior, nonenzymatic binding of 
amino-acyl sRNA induced by mRNA 
have not been clarified. The second 

The authors are affiliated with the Section of 
Biochemical Genetics of the National Heart In- 
stitute, National Institutes of Health, Bethesda, 
Maryland. These data were presented at the VIth 
International Congress of Biochemistry, 26 July- 1 August 1964, New York City. 
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transfer enzyme was shown to be re- 
quired for peptide bond formation 
(6, 7). 

To determine the minimum chain 
length of mRNA required for code- 
word recognition and to test the ability 
of chemically defined oligonucleotides 
to induce C"-aminoacyl-sRNA binding 
to ribosomes, we have devised a rapid 
method of detecting this interaction and 
have found that trinucleotides are ac- 
tive as templates. 

Methods 

Preparation, purification, and char- 
acterization of oligonucleotides. To ob- 
tain oligonucleotides with different 
terminal groups, polyA, polyU, and 
polyC (12) were digested as follows: 
(i) Oligonucleotides with 5'-terminal 
phosphate; 100 mg of polynucleotide 
were incubated at 37?C for 18 hours in 
a 28-ml reaction mixture containing 
29mM tris, pH 7.2; 0.18mM MgCI2; 
0.23mM 2-mercaptoethanol; 8.0 mg 
crystalline bovine albumin and 0.5 mg 
pork liver nuclease (13). (ii) Oligo- 
nucleotides with 3'(2')-terminal phos- 
phate; 100 mg of polynucleotide were 
incubated at 37?C for 24 hours in 20 
ml of 7.0M NHiOH. (iii) Oligo- 
nucleotides without terminal phosphate; 
Oligonucleotides with terminal phos- 
phate were treated with Escherichia 
coli alkaline phosphatase (14) free of 
diesterase activity as described by Hep- 
pel et al. (15). 

Oligonucleotide fractions were sepa- 
rated on Whatman 3 MM paper by 
chromatography with solvent A 
(H20: n-propanol:NH3, 35:55:10, by 
volume) for 36 hours (fractions with 
terminal phosphate) or for 18 hours 
(fractions without terminal phosphate). 
This procedure fractionates oligonucleo- 
tides containing less than eight nucleo- 

tide residues according to chain length. 
Oligonucleotides were eluted with H20 
and further purified on Whatman 3 
MM paper by electrophoresis at pH 
2.7 (0.05M ammonium formate, 80 
v/cm for 15 to 30 minutes). 

After elution the purity of each frac- 
tion was estimated by subjecting 2.5 
A20 units of each to paper chromatog- 
raphy (Whatman 54 paper) both with 
solvent A and with solvent B (40 g 
ammonium sulfate dissolved in 100 ml 
0.1M sodium phosphate, pH 7.0). In 
addition 3.0 A260 units of each oligo- 
nucleotide were subjected to chromatog- 
raphy on Whatman DE 81 (DEAE) 
paper with solvent C (0.1M ammonium 
formate), and 3.0 A260 units with solvent 
D (0.3M ammonium formate). The 
four chromatographic systems described 
separate homologous series of oligo- 
nucleotides according to chain length. 
Contaminating oligonucleotides present 
in amounts greater than 2 percent could 
be detected. Several preparations of 
each oligonucleotide were used during 
the course of this study. In almost all 
preparations, no contaminants were de- 
tected. The following preparations, spec- 
ified in legends of figures or tables 
when used, contained contaminants in 
the proportions indicated: No. 591, 
(Ap)4 [(Ap)3, 11 percent]; No. 599, (pA), 
[(pA)5, 37 percent]; No. 610, (pU)2 
[(pU)3, 10 percent], No. 613 (pU), 
[(pU)o, 14 percent]; No. 617, (Up)4 
[(Up)3, 12 percent]. 

Base composition and position of 
terminal phosphate were determined by 
digesting 2.0 A260 units of each oligo- 
nucleotide preparation with 3.5 X 103 
units of T2 ribonuclease (16) in 0.1M 
NH4HCO3 at 37?C for 2.5 hours. The 
nucleotide and nucleoside products were 
separated by electrophoresis at pH 2.7 
and identified by their mobilities and 
ultraviolet spectra at pH 2.0. Oligo- 
nucleotides with 5'-terminal phosphate 
yielded the appropriate 5'-3'(2')- 
nucleoside diphosphate, 3'(2')-nucleo- 
side monophosphate, and nucleoside. 
From the ratio of these compounds, 
the average chain length of the parent 
oligonucleotide was calculated. Since 
oligonucleotides with 3'(2') -terminal 
phosphate yielded only the appropriate 
3'(2')-nucleoside monophosphate (con- 
firming its structure), terminal and total 
inorganic phosphate was determined 
(15, 17) in order to estimate the aver- 
age chain length of each. 

Oligo-d(pT) and oligo-d(pA) frac- 
tions were prepared and characterized 
by B. F. C. Clark as described pre- 
viously (18). The UpUpUp with 3'- 
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(4). However, the addition of polyU 
induced, with specificity, Phe-sRNA 
binding to ribosomes, as demonstrated 
in the laboratories of Schweet (5-7) 
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was reported to be dependent upon 
GTP (6, 7) and the first transfer en- 
zyme (5-7), but not upon peptide- 
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nism of binding and the possibility 
of a prior, nonenzymatic binding of 
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transfer enzyme was shown to be re- 
quired for peptide bond formation 
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To determine the minimum chain 
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word recognition and to test the ability 
of chemically defined oligonucleotides 
to induce C"-aminoacyl-sRNA binding 
to ribosomes, we have devised a rapid 
method of detecting this interaction and 
have found that trinucleotides are ac- 
tive as templates. 

Methods 
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tain oligonucleotides with different 
terminal groups, polyA, polyU, and 
polyC (12) were digested as follows: 
(i) Oligonucleotides with 5'-terminal 
phosphate; 100 mg of polynucleotide 
were incubated at 37?C for 18 hours in 
a 28-ml reaction mixture containing 
29mM tris, pH 7.2; 0.18mM MgCI2; 
0.23mM 2-mercaptoethanol; 8.0 mg 
crystalline bovine albumin and 0.5 mg 
pork liver nuclease (13). (ii) Oligo- 
nucleotides with 3'(2')-terminal phos- 
phate; 100 mg of polynucleotide were 
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phate were treated with Escherichia 
coli alkaline phosphatase (14) free of 
diesterase activity as described by Hep- 
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(H20: n-propanol:NH3, 35:55:10, by 
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terminal phosphate) or for 18 hours 
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tides containing less than eight nucleo- 

tide residues according to chain length. 
Oligonucleotides were eluted with H20 
and further purified on Whatman 3 
MM paper by electrophoresis at pH 
2.7 (0.05M ammonium formate, 80 
v/cm for 15 to 30 minutes). 

After elution the purity of each frac- 
tion was estimated by subjecting 2.5 
A20 units of each to paper chromatog- 
raphy (Whatman 54 paper) both with 
solvent A and with solvent B (40 g 
ammonium sulfate dissolved in 100 ml 
0.1M sodium phosphate, pH 7.0). In 
addition 3.0 A260 units of each oligo- 
nucleotide were subjected to chromatog- 
raphy on Whatman DE 81 (DEAE) 
paper with solvent C (0.1M ammonium 
formate), and 3.0 A260 units with solvent 
D (0.3M ammonium formate). The 
four chromatographic systems described 
separate homologous series of oligo- 
nucleotides according to chain length. 
Contaminating oligonucleotides present 
in amounts greater than 2 percent could 
be detected. Several preparations of 
each oligonucleotide were used during 
the course of this study. In almost all 
preparations, no contaminants were de- 
tected. The following preparations, spec- 
ified in legends of figures or tables 
when used, contained contaminants in 
the proportions indicated: No. 591, 
(Ap)4 [(Ap)3, 11 percent]; No. 599, (pA), 
[(pA)5, 37 percent]; No. 610, (pU)2 
[(pU)3, 10 percent], No. 613 (pU), 
[(pU)o, 14 percent]; No. 617, (Up)4 
[(Up)3, 12 percent]. 

Base composition and position of 
terminal phosphate were determined by 
digesting 2.0 A260 units of each oligo- 
nucleotide preparation with 3.5 X 103 
units of T2 ribonuclease (16) in 0.1M 
NH4HCO3 at 37?C for 2.5 hours. The 
nucleotide and nucleoside products were 
separated by electrophoresis at pH 2.7 
and identified by their mobilities and 
ultraviolet spectra at pH 2.0. Oligo- 
nucleotides with 5'-terminal phosphate 
yielded the appropriate 5'-3'(2')- 
nucleoside diphosphate, 3'(2')-nucleo- 
side monophosphate, and nucleoside. 
From the ratio of these compounds, 
the average chain length of the parent 
oligonucleotide was calculated. Since 
oligonucleotides with 3'(2') -terminal 
phosphate yielded only the appropriate 
3'(2')-nucleoside monophosphate (con- 
firming its structure), terminal and total 
inorganic phosphate was determined 
(15, 17) in order to estimate the aver- 
age chain length of each. 

Oligo-d(pT) and oligo-d(pA) frac- 
tions were prepared and characterized 
by B. F. C. Clark as described pre- 
viously (18). The UpUpUp with 3'- 
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Table 1. Characteristics of the system. Com- 
plete reactions contained the components de- 
scribed in the text, 15 m,umole uridylic acid 
residues in polyU, and 20.6 tulmole C'4-Phe- 
sRNA (2050 count/min, 0.714 A260 units). 
Incubation was at 0?C for 60 minutes. De- 
acylated sRNA was added either at zero time 
or after 50 minutes of incubation, as in- 
dicated. 

C1-Phe-sRNA 
Modifications bound to ribosomes 

(,Lu, mole) 

Complete 5.99 
-PolyU 0.12 
-Ribosomes 0 
--Mg++ 0.09 
+sRNA (deacylated) at 50 min 

0.500 A"26 units 5.69 
2.500 A200 units 5.36 

+sRNA (deacylated) at zero time 
0.500 A260 units 4.49 
2.500 A260 units 2.08 

terminal phosphate only was prepared 
and characterized by M. Bernfield (19). 

Assay of ribosomal bound C1'- 
aminoacyl-sRNA. Each 50-t1 reaction 
mixture contained: 0.1M tris-acetate, 
pH 7.2; 0.02M magnesium acetate; 
0.05M KC1; 2.0 A260 units of ribosomes 
(washed three times) and, as indicated 
for each experiment, oligo- or poly- 
nucleotide, and C14-aminoacyl sRNA. 
Tubes were kept at 0?C and C4-amino- 
acyl sRNA was added last to initiate 
binding (less binding was obtained if 
polynucleotide was added last). Incuba- 
tion for 20 minutes at 24?C was often 
convenient for studies requiring max- 
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imum binding, and incubation for 3 
minutes at 24?C or 30 minutes at 0?C 
for rate studies. 

After incubation, tubes were placed in 
ice and each reaction was immediately 
diluted with 3 ml of buffer containing 
0.10M tris-acetate, pH 7.2; 0.02M mag- 
nesium acetate; and 0.05M KC1, at 0? 
to 3?C. A cellulose nitrate filter (HA 
Millipore filter, 25 mm diameter, 0.45u 
pore size) in a stainless steel holder 
was washed under gentle suction with 
5 ml of buffer at 0? to 3?C. The 
diluted reaction mixture was imme- 
diately poured on the filter under suc- 
tion and washed to remove unbound 
C'4-aminoacyl sRNA with three, 3-ml 
portions of buffer at 0? to 3?C. Ribo- 
somes and bound sRNA remained on 
the filter. Since reaction mixtures are 
not deproteinized, it is important to 
dilute and wash the ribosomes imme- 
diately after incubation, to use cold 
buffer, and to allow relatively little air 
to be pulled through the filter during 
the washing procedure. The filter was 
removed from the holder, glued with 
rubber cement to a disposable plan- 
chette, and dried. Radioactivity was de- 
termined in a thin-window, gas-flow 
counter (20) with a C4-counting effi- 
ciency of 23 percent. In some experi- 
ments, radioactivity was determined in 
a liquid scintillation counter with a 
C'4-counting efficiency of 65 percent 
(21) and dried filters (not glued) were 
placed in vials containing 10 ml of 

0 

c D 
en O 
I m 

LU 
z S 

- Q. 

cI I 
sr LU 
- z 

C) 0 
L 

J - 
L 

cr 

Table 2. Polynucleotide specificity. Reaction 
mixtures containing C14-Phe- and C'4-Lys- 
sRNA were incubated for 60 minutes at 0?C; 
mixtures containing C14-Pro-sRNA were in- 
cubated for 20 minutes at 24?C. In addition 
to the components described in the text, reac- 
tion mixtures contained, in a final volume of 
50 Iul, the specified polynucleotide and C14- 
amino-acyl-sRNA (14.7 juumole C'4-Phe- 
sRNA, 2015 count/min, 0.960 A260 units; 16.5 
u,tmole C14-Lys-sRNA, 1845 count/min, 0.530 
A260 units; 30 ujtmole Cl-Pro-sRNA, 2750 
count/min, 1.570 A260 units). 

C14-Aminoacyl-sRNA 
Polynucleotide bound to ribosomes 

(mumole base (u,umole) 
residues) residues) C4_-Phe- C14-Lys- C_4-Pro- 

sRNA sRNA sRNA 

None 0.19 0.99 0.25 
PolyU, 25 6.00 .67 .15 
PolyA, 16 0.22 4.35 .17 
PolyC, 19 .21 0.72 .80 

toluene-PPO-POPOP phosphor solution 
(22). 

Preparation of sRNA. Except where 
noted E. coli B sRNA (23), was used. 
Uniformly labeled C1-L-phenylalanine, 
C14-L-lysine, and C'-L-leucine with 
specific radioactivities of 250, 305, and 
160 Ac/,umole, respectively, were ob- 
tained commercially (24). The E. coli 
W 3100 sRNA was prepared as de- 
scribed by Zubay (25) from cells 
grown to late log phase in 0.9 percent 
Difco nutrient broth, containing 1 per- 
cent glucose. The C24-amino acyl-sRNA 
was prepared by modifications of meth- 

MINUTES MINUTES 

Fig. 1 (left). Effect of polyU upon the rate of C1-Phe-sRNA binding to ribosomes at 0?, 24?, and 37?C. Each point represents a 
50 i,1 reaction mixture incubated for the time and at the temperature indicated. Reaction mixtures contain the components described 
under Methods; 9.65 tumole of C4-Phe-sRNA (1180 count/min, 0.380 A'?); and polyU, 25 mpmole base residues, where speci- 
fied. Fig. 2 (right). The effect of polyA and polyC upon the rates of C -Lys- and C4-Pro-sRNA binding to ribosomes, respec- 
tively. Each point represents a 50-A1 reaction mixture as described under Methods. The reactions specified contained 27.5 tAmole 
CL-Lys-sRNA (3080 count/min, 0.880 A260 units) and polyA, 25 mumole base residues, or 11.8 uumole C'-Pro-sRNA (2660 
count/min, 0.905 Al? units) and polyC, 25 m/Amole base residues. The temperature and the time of incubation iare shown in the 
figure. 

1400 SCIENCE, VOL. 145 
The trinucleotides, pUpUpU, pApApA, and pCpCpC, 
but not dinucleotides, direct the binding to ribosomes 
of phenylalanine-, lysine-, and proline-tRNA.

Effect of polyU upon the rate of C14-
Phe-transfer tRNA binding to 
ribosomes 

M. Nirenberg and P. Leder. Science 145: 1399-1407 (1964) 

Marshall Nirenberg 
(1927-2010)

Nobel 1968
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Figure 1.4: Genetic code. In this schematic representation, the first nucleotide
in a coding triplet is shown at the center of the ring, the second nucleotide in the
middle colored ring and the third nucleotide in the outer colored ring. In this
representation of the genetic code, the four bases are adenine (A), cytosine (C),
guanine (G) and uracil (U). Uracil is structurally very similar to thymine (T),
and is used instead of thymine in messenger RNA. The amino acids correspond-
ing to each group of triplets are illustrated with their names (outer ring) and
atomic structures. Two amino acids, tryptophan and methionine, are encoded
by only a single triplet, whereas others including serine, leucine, and arginine
are encoded by up to six. Three codons do not code for any amino acid and are
recognized as stop signals. The unique codon for methionine, AUG, is typically
used to initiate protein synthesis.

Enraveling the genetic code

• Properties of the genetic code: 
• Degeneracy 
• Diversity

• Facts: 
• Triplets of a 4 letter alphabet encode 

23 amino acids

• Question: How can a molecular code 
withstand the impact of noise while 
accurately and efficiently translating 
information?
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Dealing with errors
304 CHAPTER 5: INFORMATION AND ERRORS

the incorporation of nucleotides into RNA and the incorporation of amino 
acids into proteins. In this vignette we ask, “How common are these mis-
takes?”

One approach to measuring the error rate in transcription is to use an 
E. coli mutant carrying a nonsense mutation in lacZ (that is, one that puts a 
premature stop codon conferring a loss of function) and then assay for the 
activity of this protein, which enables utilization of the sugar lactose. The 
idea of the experiment is that functional LacZ will be produced through rare 
cases of erroneous transcription resulting from a misincorporation event 
that bypasses the mutation. The sensitivity of the assay makes it possible 
to measure this residual activity due to “incorrect” transcripts, giving an 
indication of an error rate in transcription of §�10–4 per base (BNID 103453; 
Table 5-4), which in this well-orchestrated experiment changed the spuri-
ous stop codon to a codon responsible instead for some other amino acid, 
thus resurrecting the functional protein. Later measurements suggested a 
value an order of magnitude better of 10–5 (BNID 105212‡). Jacques Ninio’s 
analysis of these error rates led to the hypothesis of an error correction 
mechanism called kinetic proofreading, paralleling a similar analysis per-
formed by John Hopfield for protein synthesis. Recently, GFP was incorpo-
rated into the genome in the wrong reading frame, thus enabling the study 
of error rates for those processes resulting in frameshifts in the bacterium 

‡ Ninio J (1991) Connections between translation, transcription and replication error-rates. 
Biochimie 73:1517–1523.

Table 5-4 Error rates in transcription and translation. For transcription, the error rates are given per base, 
whereas for translation, the error rates are per codon (that is, amino acid).

E. coli

E. coli

E. coli

S. cerevisiae

S. cerevisiae

C. elegans

10–4

10–5

10–4

2 × 10–6

2 × 10–4

4 × 10–6

111146, transition mutations based on sequencing at very high (106) coverage (2013)

105212, in vitro selection for rifampicin resistance and increased leakiness of an early, 
strongly polar nonsense mutation of lacZ (1983, 1986)

103453, activity in strains carrying lacZ mutations (1981)

110019, RNA pol II, determined in vitro (2008)

105213, RNA pol III, determined based on selectivity (2007)

111144, determined using bar coded sequencing (2013)

E. coli

E. coli 

E. coli 

B. subtilis

S. cerevisiae

3 × 10–4

1–4 × 10–3

10–4–10–3

4 × 10–3

0.5–2 × 10–5

105069, Lys-tRNA, reporter system for frequency of each type of misreading error (2007)

105215, identify cases that do not contain the amino acid cysteine responsible for the 
missense substitution (1983)

103454, identify cases that do not contain the amino acid cysteine responsible for the 
missense substitution (1977, 1983)

105466, GFP with nonsense mutation, also find 2.4% for frameshift (!) (2010)

105216, measurement of rescue rate of inactivating mutations of type III 
chloramphenicol acetyl transferase (1998)

organism BNID and measurement methods
errors per

base or codon

transcription

translation

DNA replication

10—8 — 10—10

« During replication, the macroscopic replisome 
travels at a speed of 500 km/h, making a delivery of 
one of four coloured boxes on both sides of the 
street every 10 cm, completing its journey (for the 
case of bacterial replication) in 40 minutes. In this 
highly efficient delivery process, the truck would 
deliver a wrong package only once every 3 years! » 

“125_81356_Phillips_MolecularSwitch_6P” — 2020/4/28 — 10:17 — page 370 — #6
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Figure 12.6

Replication in the fruit fly genome. The
schematic at the bottom shows the repli-
cation forks revealed in the electron
microscopy image at the top. Adapted
from Kriegstein and Hogness (1974);
courtesy of Henry J. Kriegstein.

5 kb

500 km/h

20 cm

Figure 12.7

High-fidelity delivery service by the nucleotide express. DNA replication viewed as the process of delivery of packages by anNT express
truck. The truck is traveling at high speed while delivering packages on both sides of the street every 10 cm. With four colors of box to
deliver the possibility of delivery error is high.

sewer pipe (i.e., 1 m), implying in turn that the size of the replisome would
be the same as that of a delivery truck, as shown in Figure 12.7. During its
replication journey, the macroscopic replisome travels at a speed of 500 km/h,
making a delivery of one of four colored boxes on both sides of the street once
every 10 cm, completing its daily journey (for the case of bacterial replication)
in 40minutes. In this highly efficient delivery process, the truck would deliver a
wrong package only once every 3 years! It sounds impressive, and it is. Similar
analogies can be made for the process of translation, and the reader is invited
to do so.

Figure 12.5 showed us the error rates in the processes of the central dogma.
Because of the critical importance of the polymerization processes of the central
dogma, it comes as no surprise that a big effort has been made to build specific
and concrete models of these processes to account for their fidelity. Perhaps the
most challenging issue is revealed by the highest-fidelity process in the central
dogma, namely, DNA replication, with error rates of order 10−10.

Figure 12.8 helps us develop intuition for how to think conceptually
and quantitatively about errors in DNA replication (or other templated
copying processes). The mechanism of copying of the DNA, as announced so
dramatically with the words “It has not escaped our notice that the specificT. Baker

R. Phillips The Molecular Switch. Princeton Univ. Press

R. Milo and R. Phillips Cell Biology by the numbers.  Garland Science

• Measurements of error rates
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• Kinetic Proofreading

J.J. Hopfield  (1974) PNAS (10): 4135–9
J. Ninio (1975). Biochimie. 57 (5): 587–95.

John Hopfield 
(1933)

Proc. Nat. Acad. Sci. USA
Vol. 71, No. 10, pp. 4135-4139, October 1974

Kinetic Proofreading: A New Mechanism for Reducing Errors in
Biosynthetic Processes Requiring High Specificity

(protein synthesis/DNA replication/amino-acid recognition)

J. J. HOPFIELD
Department of Physics, Princeton University, Princeton, New Jersey 08540; and Bell Laboratories, Murray Hill, New Jersey 07974

Contributed by John J. Hopfield. August 6, 1974

ABSTRACT The specificity with which the genetic
code is read in protein synthesis, and with which other
highly specific biosynthetic reactions take place, can be
increased above the level available fiom free energy dif-
ferences in intermediates or kinetic barriers by a process
defined here as kinetic proofreading. A simple kinetic
pathway is described which results in this proofreading
when the reaction is strongly but nonspecifically driven,
e.g., by phosphate hydrolysis. Protein synthesis; amino
acid recognition, and DNA replication, all exhibit the
features of this model. In each case, known reactions
which otherwise appear to be useless or deleterious com-
plications are seen to be essential to the proofreading
function.

Introduction

The proper functioning of protein synthesis depends on the
ability to "read" the genetic code with few mistakes. In
protein synthesis, the maximum frequency at which a wrong
but similar amino acid is inserted has been estimated at 1
in 104 (1), so levels of discrimination superior to that must be
maintained in the, several recognition steps between amino-
acid monomer and the product protein. Indeed, one of the
fundamental general problems of biosynthesis is to under-
stand how small error rates are achieved.
The customary view of the origin of such error rates can be

described by an energy of discrimination. In typical biosyn-
thetic processes in which "reading" is important, it is desired
at some particular time to incorporate substrate C but not
D, in spite of the fact that the final products of C or of D
incorporated have essentially undistinguishable energies.
Such incorporations are done through a recognition site c
which is used somewhere along the reaction pathway, and
which makes that region of the pathway energetically more
favorable to C than to D. In simple reaction schemes, the fre-
quency with which errors are made in site recognition is

greater than or equal to exp -- (AGCD/RT), where AGCD
is the largest difference between the free energy of D and of C
moving along the reaction pathway containing the recognition
site c for C.

It is often difficult to justify the 5.5 kcal (23 kJ) necessary to
explaih the known low error rates of 10-4 in protein synthesis,
both in the case of codon-anticodon binding and in amino-acid
recognition (2). The situation is much worse in the case of
DNA replication, where the error-rate is about 10-9 (3, 4).
Because the only simple discrimination mechanism is a LAGCD
along the pathway, many descriptions of the energetics of
recognition have an ad hoc character. One is, therefore, led
to ask whether, with a given maximum AGCD along the re-
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action path, it is possible to reduce the fraction of errors
substantially below exp - (AGCD/RT). From a phenomeno-
logical point of view, if it were possible to proofread the prod-
uct (or the site recognition during synthesis) once with the
same precision as the conventional first identification, the
fraction of errors would drop to [exp -(AGCD/RT) ]2. While
such proofreading is conceptually possible, there is no known
mechanism for such proofreading in the recognition steps of
protein synthesis. Proofreading or "editing" has been sug-
gested in DNA replication (5; 6), but a detailed description of
its chemical kinetic basis is lacking. The problem is thus to
find a simple quantitative model containing the essential
features of a proofreading scheme. Most highly-selective
recognitions in biosynthesis are carried out enzymatically and
are strongly driven by the hydrolysis of nucleoside triphos-
phates. These circumstances allow the construction of a
simple mechanism of "kinetic proofreading." The known
sequence of steps in several biosynthetic processes is precisely
that necessary for the operation of this mechanism.

The kinetic proofreading model

The usual scheme for discrimination between substrates C
and D by a recognition site c for substrate C is based on
Michaelis kinetics. The reactions

k'c IV

C + c ;. Ccc correct product KC = k'clkc
kc

k'D W
D + c T. Dc -- error product KD = k'D/kD [1]

kD

are the starting point for a conventional description of reading
errors (7, 8).
For clarity, we consider the simplest case expected to be

biochemically relevant rather than the most general case. It
is, therefore, presumed in [1] that incorporation take place
from the Michaelis complex Cc or Dc at the same rate. Such
indiscriminant incorporation is reasonable when the covalent
bond formed upoii incorporation is the same for either D or C,
as in protein synthesis. Experiments have shown the in-
dependence of the maximum turnover rate on substrate
species in some discrimination reactions (9, 10) in accord with
a common W.

Discrimination in [1] can be based on the kinetic "on"
rates, the "off" rates, or on the equilibrium constants. To
make it obvious where the energies of discrimination are (a
choice also consistent with maximum proofreading) let
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Summary - -  The dependance of the accuracy of enzymatic systems on the mechanism 
of the catalyzed reaction is investigated, using a prohabilistic approach. Certain mecha- 
nisms of reaction, involving a delay in one of the steps act as kinetic amplifiers of 
molecular discriminations.  The relat ionship between our scheme for a delayed reac- 
tion [1] and Hopfield's scheme [2] is discussed. 

I N T R O D U C T I O N .  

Many  e n z y m e  sys tems  d i s c r i m i n a t e  w i t h  r e m a r -  
kable  e f f i c i ency  b e t w e e n  t h e i r  subs t ra te  and  clo-  
se ly  r e l a t ed  mo lecu l e s .  I t  is g e n e r a l l y  a c c e p t e d  
tha t  th is  d i s c r i m i n a t i o n  d e p e n d s  in la rge  m e a s u r e  
on an a c c u r a t e  m a t c h i n g  of  the  shape  of t he  
e n z y m e  to that  of the  subs t ra te  e i t h e r  d u r i n g  
b i n d i n g  of  the  l i gand  or  at a s u b s e q u e n t  s tep of 
the  r e a c t i o n  ~3, 4]. 

T h e  e x a m i n a t i o n  of r e c e n t  resu l t s  (to be dis-  
cussed  la ter )  on the  a c c u r a c y  of DNA p o l y m e r i -  
za t ion ,  on r i b o s o m a l  s e l ec t ion  and  on the  d i sc r i -  
m i n a t i v e  ab i l i t i e s  of  the  a m i n o a e y l - t R N A  l igases  
led us to m o d i f y  tha t  p o i n t  of  v i ew ,  at leas t  for  
c e r t a i n  classes  of e n z y m a t i c  sys tems.  Our  p i c t u r e  
i n v o l v e s  two  e l emen t s  : 

a) An e n z y m e  has  c e r t a i n  d i s c r i m i n a t i v e  abi l i -  
t ies  by  v i r t u e  of its m a t c h i n g  to the  subs t ra te .  
T h i s  m a y  be re f l ec ted  t h r o u g h  a d i f f e r e n c e  in the 
d i s s o c i a t i o n  cons t an t s  k s a n d  k~ of  the  e n z y m e -  
subs t ra te  and  the e n z y m e - a n a l o g u e  as soc ia t ions ,  
or  t h r o u g h  d i f f e r ences  in o t h e r  k ine t i c  pa r a -  
m e t e r s  of the  r eac t i on .  

b) The  e n z y m a t i c  r e a c t i o n  is c o n s i d e r e d  as a 
p r o c e s s i n g  of t he  subs t ra te  and  the  ana logue  
l e a d i n g  to p r o d u c t s  p s  and  pA. The  p r o c e s s  as a 
w h o l e  c o n t a i n s  one  (or more )  d i s c r i m i n a t i v e  
step,  and  takes  m o r e  o r  less a d a v a n t a g e  of the  
d i s c r i m i n a t i v e  p o t e n t i a l i t i e s  r e f l ec t ed  in  the  
r a t i o  k 2 / k  s 

Our  e x a m i n a t i o n  of  seve ra l  cases  s h o w  in 
a g r e e m e n t  w i t h  in tu i t ion ,  tha t  in mos t  cases,  the 
d i s c r i m i n a t i o n  of  the  w h o l e  p r o c e s s  is s m a l l e r  
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t h a n  tha t  of t he  d i s c r i m i n a t i v e  step.  Thus ,  i f  t he  
c o n c e n t r a t i o n s  of  subs t r a t e  and  ana logue  a re  

~-- ka /ka.  equal ,  w e  h a v e  in g e n e r a l  [ p s ] / E p A ]  A s 
H o w e v e r ,  we  l o o k e d  for  and  found  a c lass  of 
r e a c t i o n s  w h i c h  a l l ow  the  p r o c e s s  as a w h o l e  to 
be m o r e  d i s c r i m i n a t i v e  t h a n  its d i s c r i m i n a t i v e  
step.  W e  are  able  to c o n s t r u c t  s c h e m e s  fo r  
w h i c h  [ p s ] / [ p A ]  m a y  a p p r o a c h  (]~c~/k s )~ o r  e v e n  
h i g h e r  p o w e r s  of  the  r a t io  of  t he  t w o  d i s s o c i a t i o n  
cons t an t s  (*). 

Thus ,  in p r i n c i p l e ,  N a t u r e  has  at least  t w o  
s t r a t eg ies  for  a c h i e v i n g  a c c u r a c y .  I t  m a y  des ign  
a v e r y  s o p h i s t i c a t e d  b i n d i n g  site, o r  i t  m a y  se lec t  
a s h r e w d  m e c h a n i s m  of r e a c t i o n  w h i c h  takes  
a d v a n t a g e  of sma l l  d i f f e r e n c e s  in  k i n e t i c  p a r a -  
me te r s .  The  s e c o n d  s t r a t egy  w o u l d  a p p e a r  m o r e  
i n t e r e s t i n g  in s i t ua t i ons  w h e r e  the  e n z y m e  sys tem 
needs  to so lve  several a c c u r a c y  p r o b l e m s .  T h i s  is 
p r e c i s e l y  the  case e n c o u n t e r e d  in DNA p o l y m e r i -  
za t ion  and  in r i b o s o m a l  s e l e c t i o n  of tRNA. 

DNA polymerization. A s a m e  e n z y m e  is i nvo l -  
ved  in the  r e p l i c a t i o n  of each  of the  fou r  bases  
A, T, G, C. d C T P  w h i c h  is a subs t r a t e  in one  case  
( w h e n  a G is cop i ed )  b e c o m e s  a d a n g e r o u s  
ana logue  w i t h  r e spec t  to the  t h r ee  o the r  cases.  

Mutants  of  p h a g e  T4 DNA p o l y m e r a s e  h a v e  
been  ob t a ined ,  d i s p l a y i n g  e i t h e r  m n t a t o r  [5] or  
a n t i m u t a t o r  [6] p r o p e r t i e s .  These  mu tan t s  h a v e  
been  e x t e n s i v e l y  c h a r a c t e r i z e d  bo th  g e n e t i c a l l y  
[7-91 and  b i o c h e m i c a l l y  [10-13]. The  i n t e r e s t i n g  

(*) Our findings were briefly presented at << Eeole 
d'Et6 sur l 'Evolut ion des Macromol6cules Biologiques >> 
(Roscoff, May 1974) and are discussed in the pro- 
ceedings of that  meeting [1]. After the submission of 
this more com~plcte paper, John Hopfield's article 
bearing on the same subject [2] reached us, and the 
manuscript  was revised in order to include a compa- 
rison between the two approaches and discuss recent 
experimental  findings. 

• Equilibrium discrimination is not sufficient to 
account for measured error rates. 
Error rate = pD/pC = KC/KD = e−β∆ECD

Energy difference scales with 
energy associated with formation of 
1 H-bond: ∆ε ≈ 2kBT
Error rate ~e-2~ 0.13

For measured error rate ~10-4

∆ε ≈ -kBT ln10-4 ~10kBT 
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ABSTRACT The specificity with which the genetic
code is read in protein synthesis, and with which other
highly specific biosynthetic reactions take place, can be
increased above the level available fiom free energy dif-
ferences in intermediates or kinetic barriers by a process
defined here as kinetic proofreading. A simple kinetic
pathway is described which results in this proofreading
when the reaction is strongly but nonspecifically driven,
e.g., by phosphate hydrolysis. Protein synthesis; amino
acid recognition, and DNA replication, all exhibit the
features of this model. In each case, known reactions
which otherwise appear to be useless or deleterious com-
plications are seen to be essential to the proofreading
function.

Introduction

The proper functioning of protein synthesis depends on the
ability to "read" the genetic code with few mistakes. In
protein synthesis, the maximum frequency at which a wrong
but similar amino acid is inserted has been estimated at 1
in 104 (1), so levels of discrimination superior to that must be
maintained in the, several recognition steps between amino-
acid monomer and the product protein. Indeed, one of the
fundamental general problems of biosynthesis is to under-
stand how small error rates are achieved.
The customary view of the origin of such error rates can be

described by an energy of discrimination. In typical biosyn-
thetic processes in which "reading" is important, it is desired
at some particular time to incorporate substrate C but not
D, in spite of the fact that the final products of C or of D
incorporated have essentially undistinguishable energies.
Such incorporations are done through a recognition site c
which is used somewhere along the reaction pathway, and
which makes that region of the pathway energetically more
favorable to C than to D. In simple reaction schemes, the fre-
quency with which errors are made in site recognition is

greater than or equal to exp -- (AGCD/RT), where AGCD
is the largest difference between the free energy of D and of C
moving along the reaction pathway containing the recognition
site c for C.

It is often difficult to justify the 5.5 kcal (23 kJ) necessary to
explaih the known low error rates of 10-4 in protein synthesis,
both in the case of codon-anticodon binding and in amino-acid
recognition (2). The situation is much worse in the case of
DNA replication, where the error-rate is about 10-9 (3, 4).
Because the only simple discrimination mechanism is a LAGCD
along the pathway, many descriptions of the energetics of
recognition have an ad hoc character. One is, therefore, led
to ask whether, with a given maximum AGCD along the re-
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action path, it is possible to reduce the fraction of errors
substantially below exp - (AGCD/RT). From a phenomeno-
logical point of view, if it were possible to proofread the prod-
uct (or the site recognition during synthesis) once with the
same precision as the conventional first identification, the
fraction of errors would drop to [exp -(AGCD/RT) ]2. While
such proofreading is conceptually possible, there is no known
mechanism for such proofreading in the recognition steps of
protein synthesis. Proofreading or "editing" has been sug-
gested in DNA replication (5; 6), but a detailed description of
its chemical kinetic basis is lacking. The problem is thus to
find a simple quantitative model containing the essential
features of a proofreading scheme. Most highly-selective
recognitions in biosynthesis are carried out enzymatically and
are strongly driven by the hydrolysis of nucleoside triphos-
phates. These circumstances allow the construction of a
simple mechanism of "kinetic proofreading." The known
sequence of steps in several biosynthetic processes is precisely
that necessary for the operation of this mechanism.

The kinetic proofreading model

The usual scheme for discrimination between substrates C
and D by a recognition site c for substrate C is based on
Michaelis kinetics. The reactions

k'c IV

C + c ;. Ccc correct product KC = k'clkc
kc

k'D W
D + c T. Dc -- error product KD = k'D/kD [1]

kD

are the starting point for a conventional description of reading
errors (7, 8).
For clarity, we consider the simplest case expected to be

biochemically relevant rather than the most general case. It
is, therefore, presumed in [1] that incorporation take place
from the Michaelis complex Cc or Dc at the same rate. Such
indiscriminant incorporation is reasonable when the covalent
bond formed upoii incorporation is the same for either D or C,
as in protein synthesis. Experiments have shown the in-
dependence of the maximum turnover rate on substrate
species in some discrimination reactions (9, 10) in accord with
a common W.

Discrimination in [1] can be based on the kinetic "on"
rates, the "off" rates, or on the equilibrium constants. To
make it obvious where the energies of discrimination are (a
choice also consistent with maximum proofreading) let

Substrate C (resp. D) by recognition site c (resp.d):
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V = k'D; KD/KC = kC/kD... [2]

In this case there is no discrimination between C and D in
the barrier to the formation of the Michaelis complex. The
entire energy of discrimination then lies in the Michaelis com-
plex itself and in the kinetic dissociation rates. This supposi-
tion is approximately true in the case of the binding of short
complementary oligonucleotides, where the rate of binding of
pairs does not change much with binding energy (8, 11).

Define the error fraction f as the rate of incorrect product
formation divided by the rate of correct product formation
when substrate C and D are in equal concentrations. For the re-
actions [1 ] in steady state with simplifications [2 ],

f = (W + kc)/(W + kD) [3]
The minimum error fraction attainable is

kc/kD= KD/Kc = fo = exp -(AGCD/RT)
We next examine a two-stage kinetic model which iterates

the same kind of discrimination. The reaction pathway for C
(or for D, mutatis mutdndis) is

k'c m' W
C + c iCc Cc* product

kc*Z ~~~~~~~~~~[4]J,ITl C13 4
1 2

C +C

Kc = k'c/kc; K = m'/m; Lc = lc
which adds an intermediate Cc* (or Dc*). Step 2 is assumed to
be totally insensitive to the difference between C and D. Because
step 2 is nonspecific, KD/KC = LD/LC. Offrates carry the
specificity, so l'C 1D and k'c = k'D.

In the absence of side-reaction [3], the reaction path 1-2-4
provides no advantage over that of the simpler Eq. [1].
For W - 0, the error fraction is fo, and it increases as W in-
creases. In the absence of reactions 1 and 2, the side re-
action pathway 3-4 is exactly Eq. [1] and also has a mini-
mum error fraction of fo.
The full reaction of Eq. [4] has the error fraction

f['D(kD + M') + m'kD'] [(kc + in) (W + Ic) + kcm]
[(kD + mn')(W + ID) + kDm] [10c(kc + m') + m'kc']

[5]
(For reference purposes, no special suppositions about "on"
rates are present in [5].) Reactions [4] as written, have an
equilibrium constraint

(m'/m)equilib. - (lc'kc/1ckc') = ID kDllDkD [6]
relating m and m'. Within this constraint, Eq. [5] never yields
an error fraction less than fo.

Increasing specificity in this system requires energy for
reasons sketched in the following section. Let the intermedi-
ate step 2 be driven by enzymatic coupling to some other
reaction a ,-> 0 which can be used as an energy source, as for
example by

and ~~~~~~~~[7]
Cc ----*,.Cc*

The rates m and m' are now coupled to an energy source,
and need not be related by Eq. [6]. The total reaction pathway
for the incorporation of C is

kc
I

c an C c*-

C+c

4
.-AXLproduct [8]

with an equivalent reaction for substrate D. The energy
source might in a typical example use ATP for a, with AMP
and pyrophosphate as the product f3.
The reactions [8] have expression [5] for the error frac-

tion, but without the constraint [6]. The elimination of the
constraint allows far better error fractions. Suppose Cc*
is a high energy intermediate, so that lc' = 1D' is negligible.
The population of Cc* comes from the driven reaction [2]
coupled to phosphate hydrolysis. The back reaction m can be
made negligible by keeping the PPj concentration low. Under
these circumstances the effective reaction scheme is

1 2 4
kc m W

C +c ± Cc Cc* _ product [9]
kc I 13

C +C
If m' < kc, the first intermediate Cc or Dc will achieve a
near equilibrium ratio between D and C when equal quantities
of the two substrate are present. Thus [Dc]/ [Cc] fo. The
reaction sequence 2-3-4 behaves in a fashion analogous to
the Michaelis scheme of Eq. [1], with "on" rates and in-
corporation rates independent of substrate but off-rates dif-
ferent in the ratio fo. However, the entrance to the second in-
termediate is from the first intermediate, which is biased by a
factor of fo against D. Equation [9] is thus equivalent to the
use of Eq. [1] in a situation where the source population
is already weighted against D by a factor fo. The same off-rate
"reading" mechanism is used in each of the two consecutive
discriminations. When W < l1, the net result is an error frac-
tion f ; fo2 expected for a double discrimination. This driven
kinetic pathway using a high energy intermediate achieves an error
fraction equal to one achievable by doubling the differences in
binding energy between C and D for a simple process like Eq.
[1], or to proofreading once.
To achieve an f-value approaching fo2 several conditions

must be met. First, the wrong substrate arriving at DC*
must come typically through step 2 rather than step 3, so
m'kD'/(m' + kD) > lDb' Second, the rate of loss of molecules
DC* must be dominantly by path 3, so m and W < lDS
Third, just as for Eq. [1], m' < kc. The first two of these
inequalities together require

[10]
Thus, to obtain an error fraction comparable to fo2, reaction
2 must be driven hard enough to the right so that the ef-
fective equilibrium constant (Eq. [6]) for the two inter-
mediates of a given substrate is increased by a factor of at
least (1/fo). Driven less hard, f will still be enhanced, but not
to the level of fo2. The hydrolysis reactions of nucleoside tri-
phosphates are out of equilibrium by factors up to 108, so
large driving "forces" are available in vivo.

Further enhancement of selectivity can be achieved by
stacking in such driven stages of the reaction. Several dif-
ferent driving steps, or a single very high energy intermediate
followed by n downhill steps to lower intermediates (each of
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ABSTRACT The specificity with which the genetic
code is read in protein synthesis, and with which other
highly specific biosynthetic reactions take place, can be
increased above the level available fiom free energy dif-
ferences in intermediates or kinetic barriers by a process
defined here as kinetic proofreading. A simple kinetic
pathway is described which results in this proofreading
when the reaction is strongly but nonspecifically driven,
e.g., by phosphate hydrolysis. Protein synthesis; amino
acid recognition, and DNA replication, all exhibit the
features of this model. In each case, known reactions
which otherwise appear to be useless or deleterious com-
plications are seen to be essential to the proofreading
function.

Introduction

The proper functioning of protein synthesis depends on the
ability to "read" the genetic code with few mistakes. In
protein synthesis, the maximum frequency at which a wrong
but similar amino acid is inserted has been estimated at 1
in 104 (1), so levels of discrimination superior to that must be
maintained in the, several recognition steps between amino-
acid monomer and the product protein. Indeed, one of the
fundamental general problems of biosynthesis is to under-
stand how small error rates are achieved.
The customary view of the origin of such error rates can be

described by an energy of discrimination. In typical biosyn-
thetic processes in which "reading" is important, it is desired
at some particular time to incorporate substrate C but not
D, in spite of the fact that the final products of C or of D
incorporated have essentially undistinguishable energies.
Such incorporations are done through a recognition site c
which is used somewhere along the reaction pathway, and
which makes that region of the pathway energetically more
favorable to C than to D. In simple reaction schemes, the fre-
quency with which errors are made in site recognition is

greater than or equal to exp -- (AGCD/RT), where AGCD
is the largest difference between the free energy of D and of C
moving along the reaction pathway containing the recognition
site c for C.

It is often difficult to justify the 5.5 kcal (23 kJ) necessary to
explaih the known low error rates of 10-4 in protein synthesis,
both in the case of codon-anticodon binding and in amino-acid
recognition (2). The situation is much worse in the case of
DNA replication, where the error-rate is about 10-9 (3, 4).
Because the only simple discrimination mechanism is a LAGCD
along the pathway, many descriptions of the energetics of
recognition have an ad hoc character. One is, therefore, led
to ask whether, with a given maximum AGCD along the re-
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action path, it is possible to reduce the fraction of errors
substantially below exp - (AGCD/RT). From a phenomeno-
logical point of view, if it were possible to proofread the prod-
uct (or the site recognition during synthesis) once with the
same precision as the conventional first identification, the
fraction of errors would drop to [exp -(AGCD/RT) ]2. While
such proofreading is conceptually possible, there is no known
mechanism for such proofreading in the recognition steps of
protein synthesis. Proofreading or "editing" has been sug-
gested in DNA replication (5; 6), but a detailed description of
its chemical kinetic basis is lacking. The problem is thus to
find a simple quantitative model containing the essential
features of a proofreading scheme. Most highly-selective
recognitions in biosynthesis are carried out enzymatically and
are strongly driven by the hydrolysis of nucleoside triphos-
phates. These circumstances allow the construction of a
simple mechanism of "kinetic proofreading." The known
sequence of steps in several biosynthetic processes is precisely
that necessary for the operation of this mechanism.

The kinetic proofreading model

The usual scheme for discrimination between substrates C
and D by a recognition site c for substrate C is based on
Michaelis kinetics. The reactions

k'c IV

C + c ;. Ccc correct product KC = k'clkc
kc

k'D W
D + c T. Dc -- error product KD = k'D/kD [1]

kD

are the starting point for a conventional description of reading
errors (7, 8).
For clarity, we consider the simplest case expected to be

biochemically relevant rather than the most general case. It
is, therefore, presumed in [1] that incorporation take place
from the Michaelis complex Cc or Dc at the same rate. Such
indiscriminant incorporation is reasonable when the covalent
bond formed upoii incorporation is the same for either D or C,
as in protein synthesis. Experiments have shown the in-
dependence of the maximum turnover rate on substrate
species in some discrimination reactions (9, 10) in accord with
a common W.

Discrimination in [1] can be based on the kinetic "on"
rates, the "off" rates, or on the equilibrium constants. To
make it obvious where the energies of discrimination are (a
choice also consistent with maximum proofreading) let

• Minimum error attainable : 

Assuming that m’ is substrate independent and that 
m’<kC and W<lC , (ie. reactions 1 and 2-3 are at near 
equilibrium ) the error rate is: 

f= fstep1 x fstep2 = kC/kD x lC/lD

If the same « reading » mechanism is used for dissociation from Cc* and Dc*  as from 
Cc and Dc then:  f = fo 2
By adding n steps, discrimination is increased with error rate f = fo n+1

J.J. Hopfield  (1974) PNAS (10): 4135–9

• on rates are the same: k’C = k’D 
So off rates carry the specificity (ie. discrimination).

• Introduction of high energy intermediate Cc* produced by 
energy consuming driven reaction (ie. GTP hydrolysis) (2). 

• Cc* dissociates more slowly than Dc*.  
• Two stage kinetic model iterates the same discrimination.

Proc. Nat. Acad. Sci. USA 71 (1974)

V = k'D; KD/KC = kC/kD... [2]

In this case there is no discrimination between C and D in
the barrier to the formation of the Michaelis complex. The
entire energy of discrimination then lies in the Michaelis com-
plex itself and in the kinetic dissociation rates. This supposi-
tion is approximately true in the case of the binding of short
complementary oligonucleotides, where the rate of binding of
pairs does not change much with binding energy (8, 11).

Define the error fraction f as the rate of incorrect product
formation divided by the rate of correct product formation
when substrate C and D are in equal concentrations. For the re-
actions [1 ] in steady state with simplifications [2 ],

f = (W + kc)/(W + kD) [3]
The minimum error fraction attainable is

kc/kD= KD/Kc = fo = exp -(AGCD/RT)
We next examine a two-stage kinetic model which iterates

the same kind of discrimination. The reaction pathway for C
(or for D, mutatis mutdndis) is

k'c m' W
C + c iCc Cc* product

kc*Z ~~~~~~~~~~[4]J,ITl C13 4
1 2

C +C

Kc = k'c/kc; K = m'/m; Lc = lc
which adds an intermediate Cc* (or Dc*). Step 2 is assumed to
be totally insensitive to the difference between C and D. Because
step 2 is nonspecific, KD/KC = LD/LC. Offrates carry the
specificity, so l'C 1D and k'c = k'D.

In the absence of side-reaction [3], the reaction path 1-2-4
provides no advantage over that of the simpler Eq. [1].
For W - 0, the error fraction is fo, and it increases as W in-
creases. In the absence of reactions 1 and 2, the side re-
action pathway 3-4 is exactly Eq. [1] and also has a mini-
mum error fraction of fo.
The full reaction of Eq. [4] has the error fraction

f['D(kD + M') + m'kD'] [(kc + in) (W + Ic) + kcm]
[(kD + mn')(W + ID) + kDm] [10c(kc + m') + m'kc']

[5]
(For reference purposes, no special suppositions about "on"
rates are present in [5].) Reactions [4] as written, have an
equilibrium constraint

(m'/m)equilib. - (lc'kc/1ckc') = ID kDllDkD [6]
relating m and m'. Within this constraint, Eq. [5] never yields
an error fraction less than fo.

Increasing specificity in this system requires energy for
reasons sketched in the following section. Let the intermedi-
ate step 2 be driven by enzymatic coupling to some other
reaction a ,-> 0 which can be used as an energy source, as for
example by

and ~~~~~~~~[7]
Cc ----*,.Cc*

The rates m and m' are now coupled to an energy source,
and need not be related by Eq. [6]. The total reaction pathway
for the incorporation of C is

kc
I

c an C c*-

C+c

4
.-AXLproduct [8]

with an equivalent reaction for substrate D. The energy
source might in a typical example use ATP for a, with AMP
and pyrophosphate as the product f3.
The reactions [8] have expression [5] for the error frac-

tion, but without the constraint [6]. The elimination of the
constraint allows far better error fractions. Suppose Cc*
is a high energy intermediate, so that lc' = 1D' is negligible.
The population of Cc* comes from the driven reaction [2]
coupled to phosphate hydrolysis. The back reaction m can be
made negligible by keeping the PPj concentration low. Under
these circumstances the effective reaction scheme is

1 2 4
kc m W

C +c ± Cc Cc* _ product [9]
kc I 13

C +C
If m' < kc, the first intermediate Cc or Dc will achieve a
near equilibrium ratio between D and C when equal quantities
of the two substrate are present. Thus [Dc]/ [Cc] fo. The
reaction sequence 2-3-4 behaves in a fashion analogous to
the Michaelis scheme of Eq. [1], with "on" rates and in-
corporation rates independent of substrate but off-rates dif-
ferent in the ratio fo. However, the entrance to the second in-
termediate is from the first intermediate, which is biased by a
factor of fo against D. Equation [9] is thus equivalent to the
use of Eq. [1] in a situation where the source population
is already weighted against D by a factor fo. The same off-rate
"reading" mechanism is used in each of the two consecutive
discriminations. When W < l1, the net result is an error frac-
tion f ; fo2 expected for a double discrimination. This driven
kinetic pathway using a high energy intermediate achieves an error
fraction equal to one achievable by doubling the differences in
binding energy between C and D for a simple process like Eq.
[1], or to proofreading once.
To achieve an f-value approaching fo2 several conditions

must be met. First, the wrong substrate arriving at DC*
must come typically through step 2 rather than step 3, so
m'kD'/(m' + kD) > lDb' Second, the rate of loss of molecules
DC* must be dominantly by path 3, so m and W < lDS
Third, just as for Eq. [1], m' < kc. The first two of these
inequalities together require

[10]
Thus, to obtain an error fraction comparable to fo2, reaction
2 must be driven hard enough to the right so that the ef-
fective equilibrium constant (Eq. [6]) for the two inter-
mediates of a given substrate is increased by a factor of at
least (1/fo). Driven less hard, f will still be enhanced, but not
to the level of fo2. The hydrolysis reactions of nucleoside tri-
phosphates are out of equilibrium by factors up to 108, so
large driving "forces" are available in vivo.

Further enhancement of selectivity can be achieved by
stacking in such driven stages of the reaction. Several dif-
ferent driving steps, or a single very high energy intermediate
followed by n downhill steps to lower intermediates (each of
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In this case there is no discrimination between C and D in
the barrier to the formation of the Michaelis complex. The
entire energy of discrimination then lies in the Michaelis com-
plex itself and in the kinetic dissociation rates. This supposi-
tion is approximately true in the case of the binding of short
complementary oligonucleotides, where the rate of binding of
pairs does not change much with binding energy (8, 11).

Define the error fraction f as the rate of incorrect product
formation divided by the rate of correct product formation
when substrate C and D are in equal concentrations. For the re-
actions [1 ] in steady state with simplifications [2 ],

f = (W + kc)/(W + kD) [3]
The minimum error fraction attainable is

kc/kD= KD/Kc = fo = exp -(AGCD/RT)
We next examine a two-stage kinetic model which iterates

the same kind of discrimination. The reaction pathway for C
(or for D, mutatis mutdndis) is

k'c m' W
C + c iCc Cc* product

kc*Z ~~~~~~~~~~[4]J,ITl C13 4
1 2

C +C

Kc = k'c/kc; K = m'/m; Lc = lc
which adds an intermediate Cc* (or Dc*). Step 2 is assumed to
be totally insensitive to the difference between C and D. Because
step 2 is nonspecific, KD/KC = LD/LC. Offrates carry the
specificity, so l'C 1D and k'c = k'D.

In the absence of side-reaction [3], the reaction path 1-2-4
provides no advantage over that of the simpler Eq. [1].
For W - 0, the error fraction is fo, and it increases as W in-
creases. In the absence of reactions 1 and 2, the side re-
action pathway 3-4 is exactly Eq. [1] and also has a mini-
mum error fraction of fo.
The full reaction of Eq. [4] has the error fraction

f['D(kD + M') + m'kD'] [(kc + in) (W + Ic) + kcm]
[(kD + mn')(W + ID) + kDm] [10c(kc + m') + m'kc']

[5]
(For reference purposes, no special suppositions about "on"
rates are present in [5].) Reactions [4] as written, have an
equilibrium constraint

(m'/m)equilib. - (lc'kc/1ckc') = ID kDllDkD [6]
relating m and m'. Within this constraint, Eq. [5] never yields
an error fraction less than fo.

Increasing specificity in this system requires energy for
reasons sketched in the following section. Let the intermedi-
ate step 2 be driven by enzymatic coupling to some other
reaction a ,-> 0 which can be used as an energy source, as for
example by

and ~~~~~~~~[7]
Cc ----*,.Cc*

The rates m and m' are now coupled to an energy source,
and need not be related by Eq. [6]. The total reaction pathway
for the incorporation of C is

kc
I

c an C c*-

C+c

4
.-AXLproduct [8]

with an equivalent reaction for substrate D. The energy
source might in a typical example use ATP for a, with AMP
and pyrophosphate as the product f3.
The reactions [8] have expression [5] for the error frac-

tion, but without the constraint [6]. The elimination of the
constraint allows far better error fractions. Suppose Cc*
is a high energy intermediate, so that lc' = 1D' is negligible.
The population of Cc* comes from the driven reaction [2]
coupled to phosphate hydrolysis. The back reaction m can be
made negligible by keeping the PPj concentration low. Under
these circumstances the effective reaction scheme is

1 2 4
kc m W

C +c ± Cc Cc* _ product [9]
kc I 13

C +C
If m' < kc, the first intermediate Cc or Dc will achieve a
near equilibrium ratio between D and C when equal quantities
of the two substrate are present. Thus [Dc]/ [Cc] fo. The
reaction sequence 2-3-4 behaves in a fashion analogous to
the Michaelis scheme of Eq. [1], with "on" rates and in-
corporation rates independent of substrate but off-rates dif-
ferent in the ratio fo. However, the entrance to the second in-
termediate is from the first intermediate, which is biased by a
factor of fo against D. Equation [9] is thus equivalent to the
use of Eq. [1] in a situation where the source population
is already weighted against D by a factor fo. The same off-rate
"reading" mechanism is used in each of the two consecutive
discriminations. When W < l1, the net result is an error frac-
tion f ; fo2 expected for a double discrimination. This driven
kinetic pathway using a high energy intermediate achieves an error
fraction equal to one achievable by doubling the differences in
binding energy between C and D for a simple process like Eq.
[1], or to proofreading once.
To achieve an f-value approaching fo2 several conditions

must be met. First, the wrong substrate arriving at DC*
must come typically through step 2 rather than step 3, so
m'kD'/(m' + kD) > lDb' Second, the rate of loss of molecules
DC* must be dominantly by path 3, so m and W < lDS
Third, just as for Eq. [1], m' < kc. The first two of these
inequalities together require

[10]
Thus, to obtain an error fraction comparable to fo2, reaction
2 must be driven hard enough to the right so that the ef-
fective equilibrium constant (Eq. [6]) for the two inter-
mediates of a given substrate is increased by a factor of at
least (1/fo). Driven less hard, f will still be enhanced, but not
to the level of fo2. The hydrolysis reactions of nucleoside tri-
phosphates are out of equilibrium by factors up to 108, so
large driving "forces" are available in vivo.

Further enhancement of selectivity can be achieved by
stacking in such driven stages of the reaction. Several dif-
ferent driving steps, or a single very high energy intermediate
followed by n downhill steps to lower intermediates (each of
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which can break up) could be used to reach a discrimination
level of fof+1
From the representation [9], the flexibility available in

details becomes clearer. Any arrangement of kinetic con-
stants such that m' when driven is substrate independent and
small, can discriminate against D by the factor fo = KD/Kc
in populating Dc*. Dc* can be dissociated in step 3 more
than Cc* by WD/WC = fo, Lc = LD, 1C = ID just as well as
by the particular kinetic combinations emphasized. Care must
be taken in constructing such a scheme not in fact to increase
the maximum diff6rence AGCD somewhere along the reaction
pathway, but properly done, such modifications also proof-
read.
Proofreading in a Michaelis viewpoint
The following representation of the basis of proofreading may
be useful in examining other related schemes. The reader in-
terested in applications of the given scheme can omit this
section.

It is possible to "collapse" the complicated kinetics gen-
erated by the Eq. [9] approximation to Eq. [41 into a modifi-
cation of the Michaelis scheme Eq. [1] with only one inter-
mediate, Cc. Since both intermediates in [9]. can break up
into c + C with discrimination between C and D in the off-
rates, the single intermediate in a "collapsed" scheme will
have this property, and acts as if 1c = kc, ID = kD. The
problem in collapsing [4] onto [1] is the representation of W.
In [1], as soon as cC is formed, it immediately starts to make
product at a rate W. In [4], the formation of Cc does not begin
product formation, but instead begins the generation of Cc*.
The rate of generation of product in [9] starts at zero when

tion uses W(t) equals a constant times t in Eq. [11]. This
time-dependence yields the error fraction f = (kc/kD)2 =
fo2 found for the kinetic proofreading kinetics under optimal
conditions.
The model of Eq. J8] works by an effective delay in turning

on of W fully when viewed as a Michaelis-like scheme. It is
impossible to have a delay in equilibrium, where there is no
sense Qf the direction of flow of time. The mechanism which
is to generate the delay must consume free energy in order nQt
to be a Maxwell demon, which gives a general explanation of
why [4] only functions when it is driven. Equally clear is the
need for off-rate discrimination when W is nonselective. We
were in fact led to consider schemes like Eq. [4] by an under-
standing of the use of time delay to enhance specificity.
The reading of the genetic code in protein synthesis
The elongation of a protein polymer growing on a ribosome
involves the binding qf a specific charged tRNA molecule at
the empty A-site of the mRNA-ribosome complex (12, 13).
The protein polymer is attached to the amino acid of a tRNA
bound to the adjacent ribosomal P-site. Both enzymatically
directed and nonenzymatic binding of tRNA at the A-site can
occur. Nonenzymatic'binding at a 20 mM Mg concentration,
is sufficiently specific that it was used (14, 15) in deciphering
the genetic code.
The enzymatic binding process involves the prior formation

of a ternary complex of tRNA, elongation factor Tu, and a
molecule of GTP. During binding, the GTP is hydrolyzed
and the Tu factor is released. Thus, the total reaction scheme
for the specific binding of charged tRNA to the ribosome in-
cludes
GDP+P+ Tu

Tu GTP tRNA + A-site :' Tu- GTP-tRNA- A-site ' tRNA-A-site -. incorporation
1 2 1 4

Cc is formed. Thus, [9] will be equivalent to a scheme like
[1], but with an effective time-dependent W(t) (the measur-
ing time from the time of formation of a Cc complex) starting
at zero and rising later, rather than a constant time-indepen-
dent W for the incorporation rate. It is as though there were
an effective "delay" in the turning on of W after the forma-
tion of Cc in an otherwise normal Michaelis discrimination.
When "off" kinetic constants are different between two

substrates, a time delay can greatly enhance the discrimina-
tion between them. Let W be always small but time-de-
pendent. If the complex Cc forms at time zero, the probability
of the incorporation of C before the complex breaks up is ap-
proximately

co

with a similar expression for D. If W(t) is very small near t
= 0 and then grows, the exponential in Eq. [11] can decay
considerably for substrate D (which escapes rapidly) before
JV(t) grows, while it will not do so for the smaller decay rate
of substrate C. A simple example related to the previous sec-

tRNA + A-site
The inclusion of 3 as a possible in vivo side reaction at 7 mM
Mg seems reasonable since the dissociation rate is faster in the
absence of Mg (11). This reaction scheme parallels that of Eq.
[8] except for irrelevant details of how the energetic coupling
takes place.

In this case, an argument can be made for the occurrence of
kinetic proofreading. Kinetic studies of base pairing in double
helical fragments show that the on--rates are relatively inde-
pendent of pairing, and the off-rates presumably dominate the
discriminatory ability (8, 11). In vivo, the enzymatic pathway
1-2-4 dominates in the incorporation of protein. In non-
enzymatic binding at higher Mg concentration, W is slow
enough 'to allow Eq. [3] to operate fairly effectively, so W
must be much slower than the off-rate ID of improper tRNA
in step 3. The 1D, 1c, and W thus have the correct kind of
relation for kinetic proofreading. If this relation is not radi-
cally altered on going to 7 mM Mg, (11) all qualitative condi-
tions for'kinetic proofreading are met in vivo.
The side-pathway of the reaction to produce nonenzymatic

release (or binding) appears harmful in normal protein syn-
thesis. It acquires use in this reaction scheme as a rejection
pathway after proofreading.
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Steps in protein synthesis resulting in high
fidelity. Note that in step (B), a hydroly-
sis event is associated with rejection of the
incorrect tRNA.
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B• The aminoacyl-tRNA is activated via GTP hydrolysis before incorporation to the aa 
chain (by EF-Tu in prokaryotes or eEF1A in eukaryotes). 
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The concept of kinetic proofreading. The
two panels show the fate of the right (blue)
and wrong (red) substrate after binding to
the enzyme, labeled in green. After the
preliminary molecular recognition step,
the enzyme undergoes an irreversible con-
formational change that poises it in the
active state, where it is now competent to
cleave the substrate. The molecular stop-
watch is reset at this point, and the off rate
of the right (“small” off rate) and thewrong
(“large” off rate) substrate are different.

many nuances and clever generalizations are to be found in the literature. As
seen in the figure, discrimination takes place in several steps, the first of which
is traditional molecular recognition and can be thought of as a problem in the
statistical mechanics of competitive binding, where for simplicity we imagine
that the concentrations cr and cw of the right and wrong substrates are equal. In
this case, we already worked out the probability of binding the right and wrong
substrates in equations 12.24 and 12.25. By taking their ratio, we found that the
first step in error correction is this molecular recognition step and results in

pr
pw

= Kw
Kr

= e−β"ϵ . (12.29)

After the initial molecular recognition step, as shown in Figure 12.22, work
is done on the system, inducing an irreversible conformational change that puts
the enzyme in the state in which it is now competent to perform its enzymatic
function. In the figure, we make the performance of work explicit by showing
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active state, where it is now competent to
cleave the substrate. The molecular stop-
watch is reset at this point, and the off rate
of the right (“small” off rate) and thewrong
(“large” off rate) substrate are different.

many nuances and clever generalizations are to be found in the literature. As
seen in the figure, discrimination takes place in several steps, the first of which
is traditional molecular recognition and can be thought of as a problem in the
statistical mechanics of competitive binding, where for simplicity we imagine
that the concentrations cr and cw of the right and wrong substrates are equal. In
this case, we already worked out the probability of binding the right and wrong
substrates in equations 12.24 and 12.25. By taking their ratio, we found that the
first step in error correction is this molecular recognition step and results in

pr
pw

= Kw
Kr

= e−β"ϵ . (12.29)

After the initial molecular recognition step, as shown in Figure 12.22, work
is done on the system, inducing an irreversible conformational change that puts
the enzyme in the state in which it is now competent to perform its enzymatic
function. In the figure, we make the performance of work explicit by showing

• Proofreading can also be interpreted as resulting from the introduction of a lag or delay (in step 
2) that increases reading discrimination between correct and wrong codon/anticodon binding. 

R. Phillips The Molecular Switch. Princeton Univ. Press

J.J. Hopfield  (1974) PNAS (10): 4135–9
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which can break up) could be used to reach a discrimination
level of fof+1
From the representation [9], the flexibility available in

details becomes clearer. Any arrangement of kinetic con-
stants such that m' when driven is substrate independent and
small, can discriminate against D by the factor fo = KD/Kc
in populating Dc*. Dc* can be dissociated in step 3 more
than Cc* by WD/WC = fo, Lc = LD, 1C = ID just as well as
by the particular kinetic combinations emphasized. Care must
be taken in constructing such a scheme not in fact to increase
the maximum diff6rence AGCD somewhere along the reaction
pathway, but properly done, such modifications also proof-
read.
Proofreading in a Michaelis viewpoint
The following representation of the basis of proofreading may
be useful in examining other related schemes. The reader in-
terested in applications of the given scheme can omit this
section.

It is possible to "collapse" the complicated kinetics gen-
erated by the Eq. [9] approximation to Eq. [41 into a modifi-
cation of the Michaelis scheme Eq. [1] with only one inter-
mediate, Cc. Since both intermediates in [9]. can break up
into c + C with discrimination between C and D in the off-
rates, the single intermediate in a "collapsed" scheme will
have this property, and acts as if 1c = kc, ID = kD. The
problem in collapsing [4] onto [1] is the representation of W.
In [1], as soon as cC is formed, it immediately starts to make
product at a rate W. In [4], the formation of Cc does not begin
product formation, but instead begins the generation of Cc*.
The rate of generation of product in [9] starts at zero when

tion uses W(t) equals a constant times t in Eq. [11]. This
time-dependence yields the error fraction f = (kc/kD)2 =
fo2 found for the kinetic proofreading kinetics under optimal
conditions.
The model of Eq. J8] works by an effective delay in turning

on of W fully when viewed as a Michaelis-like scheme. It is
impossible to have a delay in equilibrium, where there is no
sense Qf the direction of flow of time. The mechanism which
is to generate the delay must consume free energy in order nQt
to be a Maxwell demon, which gives a general explanation of
why [4] only functions when it is driven. Equally clear is the
need for off-rate discrimination when W is nonselective. We
were in fact led to consider schemes like Eq. [4] by an under-
standing of the use of time delay to enhance specificity.
The reading of the genetic code in protein synthesis
The elongation of a protein polymer growing on a ribosome
involves the binding qf a specific charged tRNA molecule at
the empty A-site of the mRNA-ribosome complex (12, 13).
The protein polymer is attached to the amino acid of a tRNA
bound to the adjacent ribosomal P-site. Both enzymatically
directed and nonenzymatic binding of tRNA at the A-site can
occur. Nonenzymatic'binding at a 20 mM Mg concentration,
is sufficiently specific that it was used (14, 15) in deciphering
the genetic code.
The enzymatic binding process involves the prior formation

of a ternary complex of tRNA, elongation factor Tu, and a
molecule of GTP. During binding, the GTP is hydrolyzed
and the Tu factor is released. Thus, the total reaction scheme
for the specific binding of charged tRNA to the ribosome in-
cludes
GDP+P+ Tu

Tu GTP tRNA + A-site :' Tu- GTP-tRNA- A-site ' tRNA-A-site -. incorporation
1 2 1 4

Cc is formed. Thus, [9] will be equivalent to a scheme like
[1], but with an effective time-dependent W(t) (the measur-
ing time from the time of formation of a Cc complex) starting
at zero and rising later, rather than a constant time-indepen-
dent W for the incorporation rate. It is as though there were
an effective "delay" in the turning on of W after the forma-
tion of Cc in an otherwise normal Michaelis discrimination.
When "off" kinetic constants are different between two

substrates, a time delay can greatly enhance the discrimina-
tion between them. Let W be always small but time-de-
pendent. If the complex Cc forms at time zero, the probability
of the incorporation of C before the complex breaks up is ap-
proximately

co

with a similar expression for D. If W(t) is very small near t
= 0 and then grows, the exponential in Eq. [11] can decay
considerably for substrate D (which escapes rapidly) before
JV(t) grows, while it will not do so for the smaller decay rate
of substrate C. A simple example related to the previous sec-

tRNA + A-site
The inclusion of 3 as a possible in vivo side reaction at 7 mM
Mg seems reasonable since the dissociation rate is faster in the
absence of Mg (11). This reaction scheme parallels that of Eq.
[8] except for irrelevant details of how the energetic coupling
takes place.

In this case, an argument can be made for the occurrence of
kinetic proofreading. Kinetic studies of base pairing in double
helical fragments show that the on--rates are relatively inde-
pendent of pairing, and the off-rates presumably dominate the
discriminatory ability (8, 11). In vivo, the enzymatic pathway
1-2-4 dominates in the incorporation of protein. In non-
enzymatic binding at higher Mg concentration, W is slow
enough 'to allow Eq. [3] to operate fairly effectively, so W
must be much slower than the off-rate ID of improper tRNA
in step 3. The 1D, 1c, and W thus have the correct kind of
relation for kinetic proofreading. If this relation is not radi-
cally altered on going to 7 mM Mg, (11) all qualitative condi-
tions for'kinetic proofreading are met in vivo.
The side-pathway of the reaction to produce nonenzymatic

release (or binding) appears harmful in normal protein syn-
thesis. It acquires use in this reaction scheme as a rejection
pathway after proofreading.
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• There is a large excess (few 10 fold) of wrong tRNA-aa competing with a 
given correct tRNA-aa for binding to an anticodon. 
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Figure 12.11

Fidelity in protein synthesis. Many differ-
ent species of tRNA are competing for the
same site within the ribosome. Only one
of those species is the correct one.
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equilibrium, where, depending upon concentrations and interaction energies,
the system adopts a distribution of all products and reactants, as shown in
Figure 12.13(A). The second example shown in Figure 12.13(B) is very familiar
from biological cartoons in which a specific linear order of processes unfolds.
The distinction between these two examples is revealed by an everyday analogy
of what has been called “socks before shoes” kinetics, as shown in Figure 12.14.
The final example in Figure 12.13(C) is branched assembly, such as the assem-
bly of viruses, shown in Figure 12.15. In this case, several parts must ultimately
be put together in some order, and each of the pieces to that eventual assembly
themselves assemble by some linear pathway.

In processes such as the assembly of the ribosome or viruses, there is a
definite and required progression. Recall that the ribosome is an enormous
macromolecular complex with a mass in excess of 2 MDa and consisting of
both RNA and proteins. The two primary rRNAs are complemented by on the
order of 50 distinct proteins that together make the protein factory responsi-
ble for polypeptide bond formation. Interestingly, as the result of the constant
labors of generations of researchers and techniques, the ribosome is known to
assemble according to a strict molecular ballet.

Perhaps even more amazing is the sequential assembly of the bacterial
viruses known as bacteriophages, shown in Figure 12.15. For tailed bacterio-
phages like that illustrated, we see that the capsid and the tail structure are
assembled independently, and only after the DNA genome has been packaged
into the capsid does the tail get added to the virion.

Many of the conformational changes that drive cellular responses like those
described in the previous few sections of this chapter are effectively irreversible.
We have seen other examples throughout the book, as well. For example, the
Janus transcription factors described in chapter 8 (p. 299) behave as activators or
repressors depending upon the cleavage (essentially irreversible) of part of the
protein. Similarly, as we saw in our discussion of nucleosomes, their free-energy
landscape can be altered through the action of energy-consuming enzymes that
impose posttranslationalmodifications that send the protein into some “perma-
nent” different conformational state that can be undone only through the action
of some other energy-consuming process.

-1—
0—

+1—

• Error rate in the range of 10-4 -10-6 /codon should inevitably produce 
proteins with the wrong amino acid in a cell: the average protein size is 
~500aa in mammals, so expected translational error every 2000 average 
sized protein. There are 1010 proteins/cell,  so there should be many 
proteins with wrong incorporated aa. But this is not the case. 

• How does the cell cope with this given the impact on function?  
• How to minimise this error-load?
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Dealing with errors

• Degeneracy of genetic code: many synonymous codons.  
There are potentially 64 different codons. The translation machinery cannot discern well between T and C in 3rd 
position of codon. Therefore the effective number of codons is at least 48. 
Since there are 23 aa, the code shows degeneracy or redundancy. All amino acids except methionine and 
tryptophan are encoded by multiple codons (synonymous codons). Mutations are often synonymous.   

• How can the genetic code withstand the impact of noise?

polarity side chain volumecode table
T. Tlusty, Physics of Life Reviews 7 (2010) 362–376

C.R. Woese (1965) PNAS (54): 71-75

ORDER IN THE GENETIC CODE

BY C. R. WOESE
DEPARTMENT OF MICROBIOLOGY, UNIVERSITY OF ILLINOIS, URBANA

Communicated by T. M. Sonneborn, May 3, 1965

While it is important to know what the genetic code codon assignments are, it is
more important to know why they are, i.e., to know the mechanisms giving rise to
the particular assignments observed. Only when the latter question is answered
can we truly claim to begin to understand the genetic code. To date, however, most
scientific attention has been turned to the former question. The reasons for this are
quite clear. For one, the experimental systems for answering what the codon as-
signments are have been developed and are rapidly yielding a solution, while those
for elucidating why such codon assignments exist are either not yet discovered or are
very far from yielding the sought-for answer. For another reason, the adaptor
hypothesis, one of the central dogmas of the coding field today, predicts the answer
to the "why" question to be entirely uninteresting and trivial. The prediction here
is that the codons are assigned to amino acids merely by "historical accidents," and
thus no causal relationship between an amino acid and its codon exists.' Another
way of putting this is: were the genetic code to evolve again (under the same con-
ditions), the codon assignments would be unrelated to those now observed. I shall
not debate the validity of the adaptor hypothesis' prediction at this time, but
merely state that, this prediction notwithstanding, the question of "why codon as-
signments" is currently unanswered and therefore remains of prime interest.
The main reason for determining the set of codon assignments, or "codon cata-

logue," is that a knowledge of it may shed some light upon the mechanisms behind
these particular assignments. While it is unlikely that this approach will tell
exactly what mechanisms are involved here, the approach should be of use in
answering the initial question of whether there really is an order, a logic, to the
codon catalogue, and then perhaps in giving some indication of where to look for the
basis of such a logic. At present the codon catalogue is nearly complete, due to
the recent techniques developed to determine absolute nucleotide order within
codons.2 Thus we are now in a position to investigate the constraints in the codon
catalogue.

Table 1 presents the (ordered) codon catalogue as determined by Nirenberg and
co-workers.2 It is immediately apparent that the catalogue possesses a high de-
gree of order. The most obvious order is in the grouping of codons assigned to the
same amino acid. Changing one nucleotide to another -particularly U to C or A
to G-in the third position of the triplet in many or possibly all cases leaves the
amino acid assignment unchanged. This type of order verifies the general pre-
diction made some time ago on theoretical grounds, that the genetic code has
specific degeneracies (equivalences of nucleotides) confined to particular positions in
the codon.' At that time it was also conjectured that such an order, logic, could
result from either of two mechanisms: (1) it could be a manifestation of an interac-
tion between an amino acid and some nucleotide grouping (related simply to the
codon), either in one or more of the translation steps, or possibly existing at some
earlier stage in evolution-a "codon-amino acid" logic, or (2) it could manifest
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• Carl Woese (1965) — Hypothesis: Close-codons by sequence are either synonymous or 
encode amino-acids with similar chemical properties.   

• Smoothness of code table reduces the error-load since misreading is likely to replace an 
amino acid by a chemically related one. 
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Evolution of the genetic code

T. Tlusty, Physics of Life Reviews 7 (2010) 362–376

• Hypothesis: The pattern and number of amino-acids are fundamental topological 
features of the noisy information channel that is embodied in the genetic code. 
(not a « frozen accident » F. Crick) 

fitness = −error-load + wD ×diversity − wC ×cost

• Consider 3 features, or forces acting on fitness: 
• Diversity: encoding functional proteins requires diverse set of aa. This 

tends to create a more heterogeneous code.  
• Error load: evolutionary selection for codes that minimize the deleterious 

impact of translation errors and mutations. A mutation should have little 
impact on chemical nature of translated aa. Error-load selects for smooth 
code to reduce deleterious effect of mutations.  

• Cost of coding system: cost of synthesizing molecules (material, energy 
and time)

• Coding transition is governed mainly by the cost and quality of this information channel

• Generic model of genetic code evolution:
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Fig. 2. The genetic code as a noisy information channel. (A) The genetic code is a mapping that relates the space of the NC = 64 codons i, j, k, . . .

(left) and the space of the NA = 20 amino-acids, α,β,γ , . . . (right). The information channel is determined by the probabilities piα that a codon
i encodes an amino-acid α, which form the NC × NA code-matrix (middle). Initially, at the non-coding state, the amino-acids and the codons are
uncorrelated and the code-matrix is therefore uniform, piα = 1/NA. A code emerges when at least some of the codons prefer certain amino-acids
more than the others and the code-matrix is non-uniform, piα ≠ 1/NA . The molecular reading apparatus may confuse between two codons, i and
j , at a probability rij . The probabilities for all such misreading events form an NC × NC reading matrix rij (left). The reading matrix defines the
geometry of the codon-graph, in which the vertices are the codons and edges connect codons that are likely to be confused. The chemical distances
between amino-acids are expressed in terms of a distance matrix cαβ , whose diagonal elements vanish cαα = 0 (right). (B) The code matrix can be
visualized by an ensemble of NC “spins” residing in NA-dimensional space. Each codon corresponds to a “spin” and each amino-acid corresponds
to one of the axes. In the present example, there are 3 available amino-acids, α, β , γ , and the space is three-dimensional. The direction of the i-th
spin is given by the i-th row of the code matrix (piα,piβ ,piγ , . . .). The code matrix piα is therefore the probability that the i-th “spin” is oriented
in the α-th direction. By conservation of probability, the ends of all spins must reside in the triangle piα + piβ + piγ = 1 (gray). Spins pointing
in a certain direction are analogous to codons that tend to encode certain amino-acids. For example, a codon can encode a single amino-acid
(piα = piβ = 0, piγ = 1; blue), a combination of two amino-acids (piα = piβ = 1/2, piγ = 0; green) or equally probably all three amino-acids
(piα = piβ = piγ = 1/3; red), which represents the homogenous non-coding state (black dot). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

recognizers, such as tRNA, that could discern their target among similar lookalikes. As we discuss below, a code will
emerge exactly at the point when the benefit of specificity surpasses its cost.

In the present model, we start from the state of ambiguous, random association of amino-acids and nucleotides [13,
21,37,38,44,45,59,60,69] termed the ‘non-coding’ state. The ambiguous starting point disregards certain idiosyncratic
determinants that may have influenced the early evolution of the code, such as stereo-chemical affinity and the history
of biochemical pathways. Nevertheless, this enables the model to examine in an unbiased manner the hypothesis that
the genetic code appeared at a coding transition in an information channel. We suggest that this transition is governed
mainly by the cost and quality of this information channel and less by the biochemical details of the association of
amino-acids and nucleotides.

To formalize the balance of evolutionary forces that leads to the emergence of a code, we consider an information
channel that relates the space of NA amino-acids “meanings”, α,β,γ , . . . , and the space of NC codon “symbols”,
i, j, k, . . . (Fig. 2A) [1–5]. To define the channel one writes down the probabilities piα that a codon i encodes an
amino-acid α. These NC ×NA probabilities form a code-matrix [61,62]. Initially, the correspondence between amino-

• Coding transition is governed by properties of this information channel

information channel

NC codons NA amino acids

piα = probability that codon i matches amino acid α
The NC x NA probabilities form a code-matrix.  
Initially the association is random and all piα = 1/NA (no information 
in code): there is no information flow in the channel.  

Evolution leads to correlations and information flow.  

Evolution of the genetic code

fitness = −error-load + wD ×diversity − wC ×cost

T. Tlusty, Physics of Life Reviews 7 (2010) 362–376

• Smootheness of code due to error-load tends to align vectors. 
• Diversity tends to bring vectors in opposite directions.  
• Cost brings disorder in vector orientations. 

366 T. Tlusty / Physics of Life Reviews 7 (2010) 362–376

Fig. 2. The genetic code as a noisy information channel. (A) The genetic code is a mapping that relates the space of the NC = 64 codons i, j, k, . . .

(left) and the space of the NA = 20 amino-acids, α,β,γ , . . . (right). The information channel is determined by the probabilities piα that a codon
i encodes an amino-acid α, which form the NC × NA code-matrix (middle). Initially, at the non-coding state, the amino-acids and the codons are
uncorrelated and the code-matrix is therefore uniform, piα = 1/NA. A code emerges when at least some of the codons prefer certain amino-acids
more than the others and the code-matrix is non-uniform, piα ≠ 1/NA . The molecular reading apparatus may confuse between two codons, i and
j , at a probability rij . The probabilities for all such misreading events form an NC × NC reading matrix rij (left). The reading matrix defines the
geometry of the codon-graph, in which the vertices are the codons and edges connect codons that are likely to be confused. The chemical distances
between amino-acids are expressed in terms of a distance matrix cαβ , whose diagonal elements vanish cαα = 0 (right). (B) The code matrix can be
visualized by an ensemble of NC “spins” residing in NA-dimensional space. Each codon corresponds to a “spin” and each amino-acid corresponds
to one of the axes. In the present example, there are 3 available amino-acids, α, β , γ , and the space is three-dimensional. The direction of the i-th
spin is given by the i-th row of the code matrix (piα,piβ ,piγ , . . .). The code matrix piα is therefore the probability that the i-th “spin” is oriented
in the α-th direction. By conservation of probability, the ends of all spins must reside in the triangle piα + piβ + piγ = 1 (gray). Spins pointing
in a certain direction are analogous to codons that tend to encode certain amino-acids. For example, a codon can encode a single amino-acid
(piα = piβ = 0, piγ = 1; blue), a combination of two amino-acids (piα = piβ = 1/2, piγ = 0; green) or equally probably all three amino-acids
(piα = piβ = piγ = 1/3; red), which represents the homogenous non-coding state (black dot). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

recognizers, such as tRNA, that could discern their target among similar lookalikes. As we discuss below, a code will
emerge exactly at the point when the benefit of specificity surpasses its cost.

In the present model, we start from the state of ambiguous, random association of amino-acids and nucleotides [13,
21,37,38,44,45,59,60,69] termed the ‘non-coding’ state. The ambiguous starting point disregards certain idiosyncratic
determinants that may have influenced the early evolution of the code, such as stereo-chemical affinity and the history
of biochemical pathways. Nevertheless, this enables the model to examine in an unbiased manner the hypothesis that
the genetic code appeared at a coding transition in an information channel. We suggest that this transition is governed
mainly by the cost and quality of this information channel and less by the biochemical details of the association of
amino-acids and nucleotides.

To formalize the balance of evolutionary forces that leads to the emergence of a code, we consider an information
channel that relates the space of NA amino-acids “meanings”, α,β,γ , . . . , and the space of NC codon “symbols”,
i, j, k, . . . (Fig. 2A) [1–5]. To define the channel one writes down the probabilities piα that a codon i encodes an
amino-acid α. These NC ×NA probabilities form a code-matrix [61,62]. Initially, the correspondence between amino-

piα + piβ + piγ = 1 Blue: codon 
encodes a single aa 
Green: codon 
encodes 2 aa 
Red: codon encodes 
3 aa (no information)

Code-matrix representation as the ensemble of NC vectors in 
an NA dimensional space.

rij: probability of codon i and j misreading 
cαβ : chemical distance
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fitness = −error-load + wD ×diversity − wC ×cost

Evolution of genetic code

T. Tlusty, Physics of Life Reviews 7 (2010) 362–376

• The optimal code is found by maximizing the fitness with respect to the code matrix piα.

370 T. Tlusty / Physics of Life Reviews 7 (2010) 362–376

Fig. 4. The emergence of the code as a transition in a noisy channel: a geometrical view. (A) The figure graphs schematically the evolution of the
code as the cost and diversity parameters, wC and wD , are varied (the double arrow indicates that wD increases leftwards and wC rightwards).
Plotted are the cost (blue), the diversity (brown), the error-load (green) and the fitness (red). In the limit of large wC and small wD , specificity is
too costly and the channel is in the non-coding state of uncorrelated codons and amino-acids. When wC is decreased below a critical value, some
codons tend to encode certain amino-acids more than the others. This signifies the emergence of the genetic code at a coding transition (dashed
vertical line). Following the coding transition both the error-load and the cost increase, but this is compensated by the increasing benefit of diversity,
and the overall fitness, which is their weighted sum, also increases (for explicit calculation of the coding transition see [1–4]). (B) The error-load
is equivalent to the elastic energy of a spring framework in the shape of the codon graph, in this case the torus code (Fig. 2). The position of each
vertex i is a vector w(i) = (piα,piβ ,piγ , . . .), whose coordinates are the probabilities that i encodes a given amino-acid (i.e., the i-th row of
the code-matrix) and each axis corresponds to one of the amino-acids, α,β,γ , . . . . By conservation of probability, all the vertices reside in the
triangle

∑
α piα = 1 (gray). A “spring” connecting codons that encode chemically different amino-acids is stretched and costs “elastic energy”,

i.e., error-load. But if these codons encode the same amino-acid, then the “spring” is loose and costs no error-load. The emergence of the genetic
code is manifested as the inflation of the codon-graph. Below the coding transition the coding matrix is uniform and the codon-graph collapses to
a point (red dot). Above the transition, the graph starts to expand. This costs error-load but at the same time increases the diversity of the code.
Eventually, the code approaches the corners of the triangle, where each codon encodes solely one amino-acid. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)

the cost parameter wC is further reduced, the code tends to include the maximal number of amino-acids because the
effects of errors are relatively small. The increase in wD that could lead to the emergence of the code may be a result of
changes in the environment and in the organism. For example, if the environment becomes more complex, it transmits
a higher information rate to the molecular sensors of the organism. Now the organism benefits more from investing
resources in the diversity of the code, thus increasing wD . Similarly, increasing the complexity of the organism’s
biochemical circuitry is expected to increase wD , which is equivalent to effectively reducing wC [1,3,4].

The coding transition in the channel is analogous to a second-order phase transition in a statistical-mechanics
ensemble of magnetic spins (e.g., [3,81]). As discussed above (Section 2, Fig. 2B), each of the NC codons corresponds

• When cost is large (large wC), specificity is too costly, 
and the code-matrix is uniform. There is no code. 

• When wC is reduced below a critical value or 
correspondingly wD is larger than critical value, 
certain codon have specificity for aa and there is a 
coding transition.  

• The control parameter in the coding transition is the 
ratio of wD and wC 

• Coding transition is governed mainly by properties of this information channel
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How to produce a lot from little 

• Key feature: Balancing specificity and diversity 
• Increasing diversity imposes a limit on the coding system to ensure specificity 
• The emergence of a smooth code is a solution for dealing with error-load 

• Balanced by cost

The Genetic Code as a noisy coding system

fitness = −error-load + wD ×diversity − wC ×cost
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Case Study 2: Transcriptional regulatory code

TF/DNA sequences:  
how to encode gene expression of ~few 104 genes from set of transcription factors (TFs) 
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Figure 10.2

Beyond the operon model. The
original conception of combi-
natorial control by Britten and
Davidson showing how a col-
lection of sensor (regulatory)
and producer genes are linked
together in networks. The num-
bers in parentheses after each
producer gene’s label reveal com-
binatorial control by showing
the multiple inputs that control
that gene. For example, producer
gene E (middle of the figure)
is controlled by all four sensor
genes. Adapted from Britten, R. J.
and E. H. Davidson (1969),
“Gene regulation for higher cells:
A theory,” Science 349. Reprinted
with permission from AAAS.
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Figure 10.3

The paradox of combinatorial
control. (A) There is insufficient
genomic real estate to harbor
sufficient binding sites for combi-
natorial control. (B) The concept
of action at a distance. Bending
of the DNA from some distant
site to come in contact with the
promoter opens the door to com-
binatorial control. (C) and (D) An
example of the regulatory land-
scape with enhancers. Note that
for the even-skipped stripe 2 en-
hancer, there is a constellation
of binding sites for transcription
factors to exercise combinatorial
control. (C) adapted from Surkova
S., et al. (2008), “Characteriza-
tion of the Drosophila segment
determination morphome,” Dev.
Biol. 313(2):844, with permis-
sion from Elsevier. (D) adapted
from Surkova et al. (2008) and
Davidson (2006).
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Figure 10.19

Establishing the fly body plan.
The schematics of the embryo on
the left show a succession of pat-
terns of gene expression over time
during embryonic development.
The regulatory network on the
right shows how the various genes
involved in embryonic patterning
activate (blue lines) and repress
(red lines) other genes in the net-
work. Our focus in this discus-
sion is on the arrow connecting
bicoid in the first row to hunch-
back in the second row. Adapted
fromCarroll, Grenier, andWeath-
erbee (2001); Edgar, Odell, and
Schubiger (1989); Jaeger (2011);
and von Dassow et al. (2000).
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evolution while retaining its function. For example, in another species of fly
called D. pseudoobscura the same enhancer has lost and gained binding sites
while the remaining binding sites have changed in their affinities with respect to
the D. melanogaster enhancer. The spacing between some of these sites has also
changed in some cases by up to 80 bp. Nevertheless, when theD. pseudoobscura
enhancer is introduced into D. melanogaster not only does it result in a very
similar pattern of expression, it can even rescue mutations in the even-skipped
gene.

An exciting hypothesis about the action enhancer of is that they control the
level of gene expression by controlling chromatin accessibility. This is in stark
contrast to a picture inwhich transcriptional cooperativity is attributed to direct
interactions between transcription factors and the basal transcription appara-
tus. Figure 10.20(A) shows a schematic example of how the MWC concept can
be applied to a model chromatin state. In the “closed” or inaccessible state, the
DNA is wrapped up in a tight nucleosomal configuration, here indicated by
one of many hypothetical higher-order chromatin structures (i.e., the putative
30 nm fiber). While in this state, the promoter of interest is hypothesized to be
unavailable for transcription. The concept of themodel is that RNA polymerase
and transcription factors can bind more easily to DNA when it is in its open or
accessible state, indicated schematically in Figure 10.20 by DNA that is freely
available in the “open chromatin" configuration.

As usual, we can think about the system quantitatively by recourse to the
statistical mechanical states and weights shown in Figure 10.20(B). In this case,
we consider a situation in which there are two transcription factors R and B
that bind to sites within this chromatin region and that their binding affinity is
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• Organisms with more genes have more TFs. 
• Proportion of genes coding TFs higher in more 

complex organisms: 
• 169 TFs in yeast and 6275 genes: 2.5%  
• 700 TFs in Drosophila and 13500 genes: 5%  
• 1600 TFs in human, and 20.000 genes: 8% 

• Yet: The number of transcription factors within 
super-families tends to be bounded 

S. Itzkovitz, T. Tulsty and U. Alon. BMC Genomics 2006, 7:239

Case Study 2: Transcriptional regulatory code

BMC Genomics 2006, 7:239 http://www.biomedcentral.com/1471-2164/7/239
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anism. For example, lambda-repressor-like proteins rec-
ognize DNA by inserting a short alpha helix into the
major groove, specifically recognizing only three base-
pairs [21,22]. These three base-pairs essentially determine
the binding sequence of the TF, because these proteins
usually form homo-dimers in which each monomer rec-
ognizes the same sequence [13]. Thus the proteins from
this super-family have a relatively constrained binding
mechanism, with 64 possible binding sequences (since
there are 43/2 combinations of three bps, including
reverse complement sequences, and there are two possible
orientations of the half sites, see methods). The maximal
number observed for proteins in this super-family is
about 80 per genome (Table 1).

Winged helix (wH) transcription factors recognize DNA
using a similar mechanism of inserting an alpha helix into
the major groove. However, the longer alpha helix used by
these TFs usually interacts with 6 bp positions instead of
3 bp. Just as in lambda-repressor like TFs, these 6 base-
pairs determine the binding sequence, because wH pro-

teins usually form homo-dimers [13]. There does not
appear to be any constraint on the possible 6 base pair
sequences that can be recognized by a suitably designed
wH protein. Hence, the maximal number of different
sequences that can be recognized by such factors can be
estimated as 46/2 = 2048, more than the number of
sequences available for lambda-repressor like TFs. The
observed maximal number for this super-family, about
300 (Table 1, Fig 1) is higher than the maximal number
for the lambda-repressor like super-family.

Three other super-families have related mechanisms:
helix-loop-helix proteins, Zn2/Cys6 proteins and gluco-
corticoid receptor-like proteins (Table 1). These three
super-families bind as dimers, in which each monomer
binds a highly constrained sequence (half-site). Helix-
loop-helix proteins usually recognize one of only a few
conserved major-groove hexamer sequences, such as the
E-box or G-box [23-25]. In these sequences, only two
positions are variable. These proteins can form homo-
dimers or hetero-dimers. This is the most constrained of

Correlation between the maximal number of transcription factors and number of possible sequences for six super-families, for which details of binding mechanism are knownFigure 1
Correlation between the maximal number of transcription factors and number of possible sequences for six super-families, for 
which details of binding mechanism are known.
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Distribution of transcription factors for the 9 organisms in Table 1 among the different super-familiesFigure 2
Distribution of transcription factors for the 9 organisms in Table 1 among the different super-families. On the x axis are the 10 
super-families of table 1, on the y axis their counts in each organism. The organisms are sorted according to increasing number 
of genes in the genome.  Note that the y-axis scale is different for different organisms.

• The number of TFs in super-families correlates 
with degrees of freedom based on number of 
nucleotide sequences involved in TF binding 
(few 100s max). 

• Organisms with more genes use super-
families with larger set of TFs. 
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Abstract
Background: Transcription factor proteins bind specific DNA sequences to control the
expression of genes. They contain DNA binding domains which belong to several super-families,
each with a specific mechanism of DNA binding. The total number of transcription factors encoded
in a genome increases with the number of genes in the genome. Here, we examined the number
of transcription factors from each super-family in diverse organisms.

Results: We find that the number of transcription factors from most super-families appears to be
bounded. For example, the number of winged helix factors does not generally exceed 300, even in
very large genomes. The magnitude of the maximal number of transcription factors from each
super-family seems to correlate with the number of DNA bases effectively recognized by the
binding mechanism of that super-family. Coding theory predicts that such upper bounds on the
number of transcription factors should exist, in order to minimize cross-binding errors between
transcription factors. This theory further predicts that factors with similar binding sequences
should tend to have similar biological effect, so that errors based on mis-recognition are minimal.
We present evidence that transcription factors with similar binding sequences tend to regulate
genes with similar biological functions, supporting this prediction.

Conclusion: The present study suggests limits on the transcription factor repertoire of cells, and
suggests coding constraints that might apply more generally to the mapping between binding sites
and biological function.

Background
Transcription factor proteins regulate genes by binding
DNA sequences at the promoters of the target genes. Typ-
ically, each transcription factor (TF) is able to recognize a
set of similar sequences, centred around a consensus
sequence [1-11]. The binding probability is generally
believed to be higher the more similar a sequence is to the
consensus sequence.

Transcription factor proteins can be classified into super-
families, each with a different DNA-binding mechanism
[12-16]. For example, the winged helix super-family con-
sists of proteins which insert an alpha helix into the major
groove of the DNA, forming amino-acid-base contacts
over a region spanning about 5–6 base-pairs. These pro-
teins tend to form homo-dimers, which often contact two
consecutive major grooves [13]. Thus, their binding
sequences are palindromic repeats of a 5–6 base-pair
sequence. Proteins from the homeodomain-like super-
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family insert an alpha helix parallel to the DNA backbone,
and tend to form heterodimers, thus forming more base-
pair contacts than the winged helix proteins. Other super-
families like the C2H2 zinc-coordinating super-family are
monomer proteins with variable number of DNA recogni-
tion domains, or 'fingers', each recognizing 3 consecutive
base-pairs [17,18].

The total number of transcription factors (TFs) encoded
by a genome increases with the number of genes in the
genome [19]. The number of TFs has been shown to scale
with genome size as a power-law (the number of TFs, N,
scales as the number of genes G as N~G1.9 for Prokaryotes
and N~G1.3 for Eukaryotes [20]). This is thought to reflect
the fact that the more complex the organism, the more
intricate the regulation needed to respond to environmen-
tal inputs and to carry out developmental programs.

Here we ask whether there are limits on the numbers of
transcription factors from different super-families. We
find that the maximal numbers of transcription factors
from most super-families is significantly smaller than the
total number of transcription factors. The maximal
number for each super-family appears to correlate with
the number of possible sequences effectively recognized
by the binding mechanism of that super-family. We also
show that the binding sequences of different TFs from the
same super-family are often highly similar, and that TFs
with similar binding sequences tend to participate in sim-
ilar biological processes. The results are compared to sim-
ple coding models that may provide an intuitive
understanding of the origin and magnitude of the bounds
on TF numbers.

Results
Maximal number of transcription factors in most super-
families is bounded
The total number of TFs increases with the number of
genes in the genome [20], exceeding 2700 TFs in organ-
isms such as Xenopus tropicalis. However, when consider-
ing each TF super-family separately, we find that the
number of TFs from most super-families reach a maxi-
mum size which is significantly lower than the total
number of TFs (in other words, the size of the super-fam-
ily is bounded). For example, winged helix transcription
factors increase with number of genes until reaching a
maximum of about 300 TFs in organisms with ~5000
genes (Table 1). Larger genomes contain winged helix TFs
but at numbers which do not appear to exceed this bound.

A similar picture is observed in other super-families
(Table 1), for example, the maximal number of lambda-
repressor-like TFs is about 80 and the maximal number of
helix-loop-helix proteins is about 185. In one super-fam-
ily – the multi-domain C2H2 zinc finger super-family, the
maximal number of TFs is significantly higher than in
other super-families. These proteins, found mainly in
eukaryotes, increase in number with genome size, follow-
ing genome size as about the number of genes squared
(Ga with a = 1.8+/- 0.17).

The maximal number of TFs correlates with number of 
degrees of freedom in the binding mechanism
In this section we compare the magnitude of the maximal
TF numbers with the number of degrees of freedom in the
binding mechanism of each super-family. The results are
summarized in Fig 1 and Table 1.

The number of degrees of freedom of a binding mecha-
nism is related to the number of different base-pairs that
can be specifically recognized by the DNA-binding mech-

Table 1: Maximal numbers of transcription factors from each super-family in a single organism, and the organism in which the 
maximum is observed.

Super-family Maximal 
# TFs

Kingdom organism P S O H # sequences

1 lambda repressor-like DNA-binding domains 77 A,B,E Photorhabdus luminescens 3 1 2 1 64
2 C-terminal effector domain 88 A,B,E Streptomyces avermitilis - - - - -
3 srf-like 122 E Arabidopsis thaliana - - - - -
4 helix-loop-helix DNA-binding domain 186 E Arabidopsis thaliana 2 1 1 2 128
5 DNA-binding domain 194 B,E Oryza sativa - - - - -
6 Zn2/Cys6 DNA-binding domain 246 E Fusarium graminearum 3 13 3 1 1,248
7 winged helix DNA-binding domain 299 A,B,E Bordetella bronchiseptica 6 1 1 1 2,048
8 glucocorticoid receptor-like DNA-binding domain 376 A,B,E C.elegans 2 9 3 2 3,456
9 homeodomain-like 417 A,B,E Danio rerio 6 1 1 2 8.4*106

10 multi-domain C2H2 zinc fingers 1308 E Mus musculus 6–30 1 1 1 -

The kingdom in which each super-family is observed is abbreviated as A – Archea, B – Bacteria, E – Eukaryotes. Estimates for the number of 
possible sequences are shown (see methods). P – number of variable positions in each half-site, S – number of possible spacing between half-sites, 
O – number of possible orientations, H – homo-dimers (1) or hetero-dimers (2). The number of sequences is 4P*H*O*S/2.
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Model: Protein/DNA as noisy coding system

S. Itzkovitz, T. Tulsty and U. Alon. BMC Genomics 2006, 7:239

• Task: How to assign different sequences to each transcription factor (TF) in a way that 
avoids erroneous recognition in which a transcription factor binds the wrong sequence? 

• Complexity and diversity of TFs: As an organism increases in complexity (eg. cell number, cell types 
and spatial temporal regulation), there is a need to increase the diversity of gene regulation, via the 
existence of new TFs.  

• Limit on specificity: There is a risk that as the # of TFs increases, TFs will become increasingly similar 
and bind increasingly overlapping sequences. This will limit their specificity.  

• This would thus tend to limit the number of TFs in an organism (similar to amino acids in cells) 

Case Study 2: Transcriptional regulatory code
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Protein/DNA recognition: a Sphere-packing code.

S. Itzkovitz, T. Tulsty and U. Alon. BMC Genomics 2006, 7:239

Diversity: +/- 
Specificity: ++

• Balancing Diversity and Specificity

The coding problem is akin to a sphere packing code in 
sequence space. 
The size of the sphere of a given TF reflects the extent of 
binding to adjacent sequences 

BMC Genomics 2006, 7:239 http://www.biomedcentral.com/1471-2164/7/239
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same amino acid or to chemically related amino acids
[30-32]. This mapping is thought to minimize the error
load caused by errors in translation [29,32].

Here we apply this theory to TFs. Since the theory takes
into account the mis-binding errors, it can reach higher
bounds than hard-sphere packing codes (Table 2). Impor-
tantly, the theory predicts that neighbouring "spheres",
that is TFs with similar binding sequences, would tend to
be close in biological function in order to minimize the
error load. Thus, the TFs with overlapping sequences
should regulate the same genes, or genes with similar

functions, so that effects of cross-recognition are mini-
mized. Such codes are called "smooth" (Fig 3b).

Factors with similar binding sequences tend to have similar 
biological functions
A qualitative prediction of the smooth coding theory is
that transcription factors with similar recognition
sequences should tend to have similar biological effects.
The reason is that factors with similar sequences can
sometimes bind to each others sequences. If the biological
effects of binding of TF A and B are similar, the reduction
in fitness caused by such errors would be smaller. Hence,
there may be a selection pressure to allocate similar
sequences to biologically similar factors.

To test the prediction that TFs with similar sequences
should tend to have similar function, we examined TFs in
E. coli, yeast and human, and compared their sequence
similarity by means of several distance metrics. In these
organisms there exists a significant sequence similarity
between the binding sites of some TF pairs (Fig 4, 5, 6).
The yeast set of 94 well characterized TFs contained 18
pairs with highly similar sequences (Fig 4). The E. coli set
of 46 well characterized TFs contained 6 pairs with highly
similar sequences (Fig 5). The human set of 49 TFs con-

Table 2: Theoretical bounds for an n-length 4-letter code.

n # code words – 4n/2 Coloring bound Sphere packing bound

3 32 18 3
4 128 42 9
5 512 95 32
6 2,048 210 107
7 8,192 460 372
8 32,768 994 1310

The sphere packing bounds are from equation (10). The coloring 
bound is given by equation (8).

Conceptual coding schemes for the assignment of binding sequences to TFsFigure 3
Conceptual coding schemes for the assignment of binding sequences to TFs. Binding sequences are displayed as points, TFs as 
colored spheres. Colors correspond to the biological function of each TF. a) A sphere-packing code – code-words are covered 
by non-overlapping spheres. The TFs do not share binding sequences. b) A smooth code – code-words are covered by over-
lapping spheres with similar function. TFs can share binding sequences with neighbor TFs. This type of code is predicted to be 
smooth, that is where TFs with shared binding sequences tend to have similar biological function, represented by spheres of 
similar color in the figure.

Diversity: ++ 
Specificity: +/-

Increasing diversity will lead to overlapping spheres. 
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same amino acid or to chemically related amino acids
[30-32]. This mapping is thought to minimize the error
load caused by errors in translation [29,32].

Here we apply this theory to TFs. Since the theory takes
into account the mis-binding errors, it can reach higher
bounds than hard-sphere packing codes (Table 2). Impor-
tantly, the theory predicts that neighbouring "spheres",
that is TFs with similar binding sequences, would tend to
be close in biological function in order to minimize the
error load. Thus, the TFs with overlapping sequences
should regulate the same genes, or genes with similar

functions, so that effects of cross-recognition are mini-
mized. Such codes are called "smooth" (Fig 3b).

Factors with similar binding sequences tend to have similar 
biological functions
A qualitative prediction of the smooth coding theory is
that transcription factors with similar recognition
sequences should tend to have similar biological effects.
The reason is that factors with similar sequences can
sometimes bind to each others sequences. If the biological
effects of binding of TF A and B are similar, the reduction
in fitness caused by such errors would be smaller. Hence,
there may be a selection pressure to allocate similar
sequences to biologically similar factors.

To test the prediction that TFs with similar sequences
should tend to have similar function, we examined TFs in
E. coli, yeast and human, and compared their sequence
similarity by means of several distance metrics. In these
organisms there exists a significant sequence similarity
between the binding sites of some TF pairs (Fig 4, 5, 6).
The yeast set of 94 well characterized TFs contained 18
pairs with highly similar sequences (Fig 4). The E. coli set
of 46 well characterized TFs contained 6 pairs with highly
similar sequences (Fig 5). The human set of 49 TFs con-

Table 2: Theoretical bounds for an n-length 4-letter code.

n # code words – 4n/2 Coloring bound Sphere packing bound

3 32 18 3
4 128 42 9
5 512 95 32
6 2,048 210 107
7 8,192 460 372
8 32,768 994 1310

The sphere packing bounds are from equation (10). The coloring 
bound is given by equation (8).

Conceptual coding schemes for the assignment of binding sequences to TFsFigure 3
Conceptual coding schemes for the assignment of binding sequences to TFs. Binding sequences are displayed as points, TFs as 
colored spheres. Colors correspond to the biological function of each TF. a) A sphere-packing code – code-words are covered 
by non-overlapping spheres. The TFs do not share binding sequences. b) A smooth code – code-words are covered by over-
lapping spheres with similar function. TFs can share binding sequences with neighbor TFs. This type of code is predicted to be 
smooth, that is where TFs with shared binding sequences tend to have similar biological function, represented by spheres of 
similar color in the figure.

This leads to estimates of # of TFs in the same range as 
observations. 

Case Study 2: Transcriptional regulatory code
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Diversity: ++ 
Specificity: +/-

Model: Protein/DNA as noisy coding system

S. Itzkovitz, T. Tulsty and U. Alon. BMC Genomics 2006, 7:239

• Hypothesis: 
— Optimal coding theory predicts that overlapping spheres will lead to 
smooth coding: namely TFs with partially overlapping sequence space should 
have similar/overlapping functions (regulate overlapping set of genes, to 
minimise impact on fitness). 

BMC Genomics 2006, 7:239 http://www.biomedcentral.com/1471-2164/7/239
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tained 9 pairs with highly similar sequences (Fig 6). In
other words, the TF "spheres" often overlap significantly
(Fig 3B).

To assess the similarity in function of the TFs with similar
binding sequences, we used two measures. The first simi-
larity measure was a significant co-regulation of target
genes by both factors. The second measure was the simi-
larity in functional annotation [33,34] of the target genes
of each TF. For both measures, we observed a significant
enrichment of TF pairs with similar sequences and similar
biological function measures.

We now provide more details on this result. To assess the
functional similarity in yeast, we used an experimentally
determined transcription network [35,36]. This network
contained targets for 64 TFs in our data-set. About 14%
(276/2016) of all TF pairs had significant target co-regula-
tion. When considering pairs with similar binding
sequences, the fraction with significant target co-regula-
tion increases to over 50% (10/18, p-value of 5.1*10-5)
(Fig 4).

As a second measure of functional similarity, we assigned
to each yeast TF a profile according to the functional

Transcription factors with overlapping binding sequences in S. cerevisaeFigure 4
Transcription factors with overlapping binding sequences in S. cerevisae. Nodes represent TFs, edges connect pairs of TFs if 
their corresponding sets of binding sequences have significant overlap according to the present measure. Bold edges connect 
TFs which also have biological similarity according to the functional annotation and transcription network (gene co-regulation) 
measures. Shown are the TF logos [11]. Logo length was limited to the highly conserved base pairs for clarity.
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larity measure was a significant co-regulation of target
genes by both factors. The second measure was the simi-
larity in functional annotation [33,34] of the target genes
of each TF. For both measures, we observed a significant
enrichment of TF pairs with similar sequences and similar
biological function measures.

We now provide more details on this result. To assess the
functional similarity in yeast, we used an experimentally
determined transcription network [35,36]. This network
contained targets for 64 TFs in our data-set. About 14%
(276/2016) of all TF pairs had significant target co-regula-
tion. When considering pairs with similar binding
sequences, the fraction with significant target co-regula-
tion increases to over 50% (10/18, p-value of 5.1*10-5)
(Fig 4).

As a second measure of functional similarity, we assigned
to each yeast TF a profile according to the functional

Transcription factors with overlapping binding sequences in S. cerevisaeFigure 4
Transcription factors with overlapping binding sequences in S. cerevisae. Nodes represent TFs, edges connect pairs of TFs if 
their corresponding sets of binding sequences have significant overlap according to the present measure. Bold edges connect 
TFs which also have biological similarity according to the functional annotation and transcription network (gene co-regulation) 
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• Test: 
— Measure distance between TFs 
based on sequence bound 
—Measure functional distance (set of 
regulated genes and/or annotation)

About 14% (276/2016) of all TF pairs had significant 
target co-regulation. When considering pairs with 
similar binding sequences, the fraction with significant 
target co-regulation increases to over 50% (10/18, p-
value of 5.1*10-5) 

Case Study 2: Transcriptional regulatory code
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TF/DNA sequences:  
how to encode gene expression of ~few 104 genes from set of transcription factors (TFs) 

Limits imposed on TF diversity in terms of optimal coding strategy. 

Case Study 2: Transcriptional regulatory code
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Figure 19.2: Regulatory proteins in
the Drosophila embryo. The
anterior–posterior (A–P) patterning of
the fruit fly is dictated by genes that are
controlled by spatially varying
concentrations of transcription factors.
(A) Schematic of the main transcription
factors involved in the regulation of
stripe 2 of expression of the
even-skipped gene (eve). (B) Regulatory
region of the stripe 2 of the
even-skipped gene where the binding
sites for each transcription factor have
been identified. The binding site color
on the DNA corresponds to the
transcription factor color in (A).
(C) Spatial profile of the morphogen
gradients measured using
immunofluorescence. The purple
shaded region corresponds to the
striped region shown in (D).
(D) Resulting pattern of expression of
the regulatory region shown in (B).
(B, Adapted from S. Small et al., EMBO J.
11:4047, 1992.; C, adapted from E.
Myasnikova et al., Bioinformatics 17:3,
2001; D, adapted from S. Small et al.,
Dev. Biol. 175:314, 1996.)
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different regulatory mechanisms are shown in Figure 6.7 (p. 245). For
the purposes of the present discussion, we will focus on one of the
most common regulatory mechanisms, namely, transcriptional con-
trol, where the key decision that is made is whether or not to produce
mRNA.

Gene Expression Is Measured Quantitatively in Terms of How Much,
When, and Where

One of our main arguments is that gene expression is a subject that
has become increasingly quantitative. In particular, it is now common
to measure how much a given gene is expressed, when it is expressed,
and where it is expressed. To carry out such measurements, there are
a number of useful tools.
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Experiments Behind the Facts: Measuring Gene Expression
Quantitative measurement of gene expression can be made

at many stages between the decision to start transcription and
the emergence of a functional protein product. As noted earlier,
such measurements have provided a quantitative window on
how much a given gene is expressed, where it is expressed
spatially, and when.

One important way to characterize the activity of a gene
is by virtue of its protein products. In particular, if the gene
product has enzyme activity, that activity can be assayed as a
reporter of the extent to which the gene has been expressed
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stripe 2 of expression of the
even-skipped gene (eve). (B) Regulatory
region of the stripe 2 of the
even-skipped gene where the binding
sites for each transcription factor have
been identified. The binding site color
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transcription factor color in (A).
(C) Spatial profile of the morphogen
gradients measured using
immunofluorescence. The purple
shaded region corresponds to the
striped region shown in (D).
(D) Resulting pattern of expression of
the regulatory region shown in (B).
(B, Adapted from S. Small et al., EMBO J.
11:4047, 1992.; C, adapted from E.
Myasnikova et al., Bioinformatics 17:3,
2001; D, adapted from S. Small et al.,
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different regulatory mechanisms are shown in Figure 6.7 (p. 245). For
the purposes of the present discussion, we will focus on one of the
most common regulatory mechanisms, namely, transcriptional con-
trol, where the key decision that is made is whether or not to produce
mRNA.

Gene Expression Is Measured Quantitatively in Terms of How Much,
When, and Where

One of our main arguments is that gene expression is a subject that
has become increasingly quantitative. In particular, it is now common
to measure how much a given gene is expressed, when it is expressed,
and where it is expressed. To carry out such measurements, there are
a number of useful tools.
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Experiments Behind the Facts: Measuring Gene Expression
Quantitative measurement of gene expression can be made

at many stages between the decision to start transcription and
the emergence of a functional protein product. As noted earlier,
such measurements have provided a quantitative window on
how much a given gene is expressed, where it is expressed
spatially, and when.

One important way to characterize the activity of a gene
is by virtue of its protein products. In particular, if the gene
product has enzyme activity, that activity can be assayed as a
reporter of the extent to which the gene has been expressed
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Yet, there many other layers of regulation of transcription: 
• Combinatorial effects and integration on regulatory sequences (see course #3). 
•  Introduces more degrees of freedom and alleviates constraints from sequence overlap
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Case Study 2: Transcriptional regulatory code

Combinatorial encoding of cell identity: terminal selectors in nervous system 
(302 neurons only)

O. Hobert Nature Neuroscience 22: 627-636. (2021)

0123456789();: 

demonstrating, for example, the involvement 
of a mouse Engrailed homologue in 
cerebellar patterning34, a Distal- less 
homologue in forebrain patterning35 and 
LIM- homeodomain proteins in spinal cord 
patterning36,37.

Homeobox genes as terminal selectors
For most of the C. elegans homeobox 
genes that were identified on the basis 
of behavioural defects of the respective 
mutants, two features were apparent from 
the outset: first, the behavioural defects 
resulting from loss of individual homeobox 
genes often precisely phenocopied 
the behavioural defects observed after 
microsurgical removal of specific neuron 
types. For example, microsurgical removal 
of light touch receptor neurons phenocopied 
loss of the homeobox gene mec-3 (REF.26), loss  
of the homeobox gene unc-30 resembled 
loss of function of the inhibitory 
D- type motor neurons28,38, removal 
of the AFD thermosensory neuron 
was phenocopied in ttx-1 mutants30,39, 
removal of the AIY interneuron, which 
integrates thermosensory information, 
was phenocopied in ttx-3 mutants31,39 and 
loss of unc-42 phenocopied removal of the 
ASH neuron29. Second, these homeobox 
genes were expressed in the same neuron 
types whose function they so profoundly 
affected, from the birth and throughout 
the life of these neurons28,30,31,40. These 
observations indicated that homeobox genes 
may have roles in initiating and perhaps 
also maintaining key functional features of 
specific neuron types.

This hypothesis was tested by leveraging 
a key toolkit that was developed by the 
C. elegans research community, namely, a 
large collection of reporter transgenes that 
mark the terminally differentiated state of 
a neuron41. Around 1,000 such reporter 
genes with known expression patterns 
in the nervous system exist, providing, 
on average, more than 20 molecular 
markers of the differentiated state of every 
neuron type42. These tools have been 
used extensively to precisely define the 
effect of loss of specific homeobox genes 
on neuronal differentiation41. In theory, 
one could envision two models for the 
roles of homeobox genes in neuronal 
differentiation (FIG. 2): homeobox genes 
could affect the expression of a small 
number of key functional features of a 
neuron or, alternatively, they could have 
very broad, coordinated effects on the entire 
differentiation programme of a neuron41. 
These two scenarios represent a general 
conceptual framework for how to think 

about neuronal differentiation programmes: 
are these programmes controlled in a 
piecemeal manner with distinct regulatory 
factors controlling distinct phenotypic 
features of a neuron, or is the expression  
of distinct identity features coordinated via  
a common regulatory strategy (FIG. 2)?

The picture that emerged from  
analysing the expression of these molecular 
markers was consistent across many  
C. elegans homeobox gene mutants in many 
different cell types; individual homeobox 
genes indeed coordinate the expression  
of many different identity features of a 
neuron. For example, loss of mec-3 affected 
the expression of all tested molecular 
markers of touch neuron identity43,44,  
loss of unc-30 affected all tested markers  
of D- type motor neuron identity45–47, loss of 
ttx-3 affected the expression of most,  
if not all, molecular markers of AIY 
neuron differentiation48 and loss of 

ceh-36 affected markers of AWC neuron 
differentiation49,50. Moreover, in several 
cases, the homeodomain proteins were 
found to bind directly to the cis- regulatory 
control region of molecular marker genes 
whose expression genetically required the 
respective homeobox gene43,46–48. In all 
mutants analysed, the respective neuron was 
still generated and expressed pan- neuronal 
markers (such as RAB-3 and other proteins 
involved in synaptic vesicle biology), but 
the expression of neuron- type- specific 
markers was significantly reduced or 
completely lost. Collectively, these studies 
led to the concept of ‘terminal selectors’, 
which are defined as transcription factors 
that coordinate the expression of the unique 
identity features of individual neuron 
types51–53. Recent bioinformatic analysis 
confirmed an enrichment of binding sites 
for validated or predicted terminal selectors 
in the cis- regulatory region of genes whose 

b  Scenario 2: coordinated regulation by a single TF complex

a  Scenario 1: piecemeal regulation by distinct TF complexes

TF complex

Cytoarchitecture Ion channels

Ion channels Neuropeptides

Neurotransmitter
receptors

Neurotransmitter
pathway

Synaptic 
adhesion

Fig. 2 | Models for the regulation of neuron-type-specific gene batteries by transcription factors. 
In scenario 1, distinct phenotypic features of a differentiated neuron are regulated by distinct cohorts 
or complexes of transcription factors (TFs). In scenario 2, a cohort of transcription factors together 
co- regulates all identity features. Ample evidence exists to support scenario 2, mostly from work in 
Caenorhabditis elegans, and the transcription factors involved have been called ‘terminal selectors’. 
Combinations of terminal selectors have also been called ‘core regulatory complexes’. Homeodomain 
transcription factors are most prominently, although not exclusively, used as terminal selectors. 
Adapted from REF.54, CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/).
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Homeobox terminal selector (86 classes) 
Homeobox subtype diversification (6 classes)
No yet fully analysed for homeobox involvement (26 classes)
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Spatial combinatorial encoding of cell identity: vertebrate neural tube

temporal state (Hb) is not dependent on Kr expression but rather,
appears to be due to Hb depletion in a cell cycle–dependent
manner (55). At the end of the VNC neuron temporal series,
neuroblasts are decommissioned either by apoptosis or by entering
quiescence (57).
In the vertebrate visual system, retinal progenitor cells (RPCs)

sequentially produce all retinal cells via biased temporal patterning.
RPCs undergo three types of divisions: symmetric, asymmetric, and
differentiative (58–60). Live imaging and cultured cell experiments
involving individual RPCs suggest that multipotent RPCs toggle
between these division modes to generate all retinal cell types using
stochastic, biased, cell-intrinsically regulated divisions (61–63).
Despite the stochasticity inherent in RPC divisions, a crude tem-
poral map exists. The widely overlapping temporal windows produce
in a relatively stable order RGCs, horizontal cells, cones, amacrine
cells, rods, bipolar cells, and finally, Müller glia. Furthermore, each
cell type is composed of dozens of subtypes that appear to be pro-
duced in a temporal order; for example, GABAergic amacrine cells
are consistently generated 2 to 3 d before glycinergic amacrine cells,
and cone bipolar cells are born before rod bipolar cells (64, 65).
Molecularly, the Atonal homologMath5 is necessary in RPCs during
their terminal division to promote early-born RGC fate and inhibit
later-born (cone and amacrine) cell fate (66, 67). Temporal pat-
terning is also regulated by the heterochronic pathway microRNA
let-7, as well as the microRNAs (miRNAs) mir-126 and mir-9; these

miRNAs increase their expression in later progenitors to promote
the expression of the conserved heterochronic gene Lin-28b and the
immunoglobulin superfamily (IgSF) protein protogenin (68). Over-
expression of these genes generates an excess of later-born neuron
types, indicating that these miRNAs are sufficient to advance the
developmental clock in RPCs. Classical temporal patterning genes,
such as Hb and Castor orthologs (which specify Drosophila VNC
early vs. late neural fate), are also used to regulate mammalian
retinal neuron fate. Expression of the early factor Ikaros/Hb in RPCs
(as well as in mature neurons) is required to produce retinal neurons
from early windows, while Casz1/Castor is required for late windows
(69, 70). Recent evidence also suggests that the temporal factor
Pou2f1/2(Pdm) is required in RPCs for the specification of cones
produced in the intermediate period. Ikaros overexpression in-
creases Pou2f1 expression, and Pou2f1 expression represses Casz1
(71); in addition to Pou2f1/2, the Forkhead box transcription factor
FOXN4 (which resembles the tTF Slp) also activates Casz expres-
sion and represses Ikzf1 expression to promote mid- to late cell types
within the early temporal windows (amacrine, horizontal, cone, and
rod cells) at the expense of RGC production (72). This suggests that
these two genes collaborate to specify an intermediate temporal
window. Thus, an evolutionarily conserved temporal series of genes
appears to regulate temporal patterning of retinal fate.
The patterning of the vertebrate cortex also resembles the

temporal patterning seen in the Drosophila nervous system. The
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• In the developing vertebrate spinal cord, 
morphogenetic gradients establish regions of 
spatially subdivided transcription factor 
expression that promote cell fate.  

• BMP secreted from the roof plate promotes 
specification of dorsal sensory interneurons, 
while secretion of Sonic Hedgehog (Shh) from 
the floor plate specifies motoneuron/ventral 
interneuron fate 

Malin and Desplan C. PNAS 2021 Vol. 118 No. 28 e2101823118
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Figure 1
(a) Stage 10 embryo flat mounted and stained for Snail protein to identify brain, thorax, and abdominal
neuroblasts (NBs). (b) Third-instar larval brain and thoracic CNS stained for Deadpan to identify the
indicated pools of NBs. (c) Three modes of NB cell division. The largest cells are NBs. Abbreviations: GMC,
ganglion mother cell; INP, intermediate neural progenitor; n, neurons [all sibling neurons are either
NotchON (n∗) or NotchOFF (n)].

formed postembryonically (Figure 1a,b). In the VNC there are 30 NBs per bilateral hemisegment,
arranged in rows and columns, giving rise to their row/column naming scheme (e.g., NB7-1 is
in row 7, column 1) (Broadus et al. 1995, Hartenstein et al. 1994). There are ∼105 central brain
NBs per brain lobe (Ito et al. 2013, Urbach & Technau 2003, Yu et al. 2013) and more than 800
optic lobe NBs per brain lobe (Bertet et al. 2014, Li et al. 2013, Yasugi et al. 2008). Each NB
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• In the Ventral Nerve Chain (VNC) distinct neurons 
are produced in each segment of the embryo 

• Progenitor cells divide asymmetrically to 
generate a new progenitor and a neutron or a 
GMC which produces 2 neurons or glial cells.  

• A temporal cascade of TFs and spatial cues 
encode cell identity.  

Downloaded from www.annualreviews.org.  Guest (guest) IP:  83.197.83.97 On: Mon, 21 Oct 2024 09:21:37

CB33CH10-Doe ARI 2 September 2017 12:55

GMC

INP

Type II

GMC

Type I

nn*

Type 0

Neuron

a b

c

Brain NBs

Th
or

ac
ic

 N
Bs

A
bd

om
in

al
 N

Bs

Type II NBs Type I NBs

Central brain NBs

Optic lobe NBs

Thoracic NBs

nn*

Figure 1
(a) Stage 10 embryo flat mounted and stained for Snail protein to identify brain, thorax, and abdominal
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indicated pools of NBs. (c) Three modes of NB cell division. The largest cells are NBs. Abbreviations: GMC,
ganglion mother cell; INP, intermediate neural progenitor; n, neurons [all sibling neurons are either
NotchON (n∗) or NotchOFF (n)].

formed postembryonically (Figure 1a,b). In the VNC there are 30 NBs per bilateral hemisegment,
arranged in rows and columns, giving rise to their row/column naming scheme (e.g., NB7-1 is
in row 7, column 1) (Broadus et al. 1995, Hartenstein et al. 1994). There are ∼105 central brain
NBs per brain lobe (Ito et al. 2013, Urbach & Technau 2003, Yu et al. 2013) and more than 800
optic lobe NBs per brain lobe (Bertet et al. 2014, Li et al. 2013, Yasugi et al. 2008). Each NB
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neurons and to the lobula by T5 neurons (2) (Fig. 1A). The lobula
plate processes broad field motion (34, 35), while distinct visual
features captured by the visual system are coded into lobula co-
lumnar (LC) neurons that send their projections to different optic
glomeruli in the central brain (35, 36) (Fig. 1A). Lobula plate
tangential system (LPTC) neurons such as vertical system (VS)
neurons also connect the lobula plate to the central brain (Fig. 1A),
and some medulla neurons also project their arbors to optic glo-
meruli in the central brain (37, 38). While the structure of the fly
visual system does not appear to be evolutionarily conserved with
mammals, there is some level of convergence (Fig. 1B). Like the
fly, the mammalian retina contains light- and color-detecting
photoreceptors that connect to regularly arranged interneurons.
These photoreceptors synapse onto bipolar cells that, like the
Drosophila lamina and Mi/Tm neurons, detect increments (on) or
decrements (off) of light. Horizontal cells (like Drosophila lamina
amacrine cells and several distal medulla neurons) integrate the
input from multiple photoreceptor cells to bipolar cells. Like Dm,
Pm, and medulla tangential neurons in the fly, amacrine cells are
broadly arborizing neurons that modulate bipolar cell to retinal
ganglion cell (RGC) signaling. Finally, bipolar cells synapse onto
feature-detecting RGCs that, like fly LC neurons, project their
axons to higher-order processing centers (17).

Cell Fate Specification and Visual System Development
Proper visual system function requires the specification of dis-
tinct neural types in the correct numbers. The Drosophila adult

visual system consists of roughly 60,000 neurons of about 200
different cell types (2, 6, 7, 33). During early larval development,
the optic lobe primordium splits in half to form two crescent-
shaped neuroepithelia: the outer proliferation center (OPC) and
the inner proliferation center (IPC) (27, 39, 40). The OPC
produces mainly neurons of the lamina and the medulla (27, 41),
while the IPC generates some neurons of the lobula complex but
also, the C neurons (which connect the lamina to the medulla)
and the T neurons (which connect the medulla/lobula plate to
the lobula) (27, 42, 43).
During larval development, a neurogenic wave moves from the

medial edge of the OPC toward the lateral edge, causing the con-
version of neuroepithelial cells into neuroblasts (14–16, 44). Me-
dulla neuroblasts divide multiple times asymmetrically to regenerate
themselves and produce a ganglion mother cell (GMC), a transit-
amplifying cell that divides asymmetrically just once to generate two
different neurons or glia in a Notch-dependent manner (45, 46).
The diversity of neurons produced in the Drosophila medulla is
regulated by the coordination of temporal and spatial patterning, as
well as by Notch-mediated binary fate choice. The role of these
mechanisms in regulating medulla neuron fate is described below
and is compared with similar mechanisms used in vertebrates.

Temporal Patterning Generates Neural Diversity. Production of a
nervous system with the correct numbers and types of cells requires
large-scale coordination of cell fate specification. The sequential
expression of transcription factors in a temporal cascade in neural
precursors (known as temporal patterning) is a widely used strategy
for generating neural diversity. In the Drosophila visual system,
OPC neuroblast clones generate long columnar chains of neurons
spanning the medulla cortex, hinting that an individual OPC neu-
roblast divides multiple times to generate neurons of distinct fates
(47, 48). Antibody screens identified the temporal transcription
factors (tTFs) Homothorax (Hth), Eyeless (Ey), Sloppy Paired
(Slp), Dichaete (D), and Tailless (Tll), which are sequentially
expressed in rows of three to five neuroblasts in a temporal se-
quence (49, 50) (Fig. 2A). The tTFs Ey, Slp, D, and to an extent,
Tll are required for proper sequence progression, and OPC tTFs
cross-regulate each other. With the exception of Hth, each of them
turns off the expression of the preceding factor (49, 50) and is
required to activate the expression of the following one (49)
(Fig. 2A). Consequently, tTFs exhibit partially overlapping ex-
pression patterns. As neuroblasts express each tTF over multiple
divisions, simultaneous expression of two tTFs may be sufficient to
delineate additional temporal windows (49). In the final divisions,
Tll+ neuroblasts express the transcription factor Prospero (which is
normally expressed only in GMCs) to instruct them to undergo a
terminal cell division that produces two glial cells. Similar to other
lineages in flies and vertebrates, OPC-derived glia and neurons do
not arise from distinct classes of neuroblasts but rather, from the
same progenitors, with glia arising in the terminal neuroblast di-
visions (49, 51, 52). Thus, temporal patterning can generate more
than a dozen temporal windows with a combination of tTFs and
provides the first layer of regulation to specify at least as many
distinct neurons.
Temporal patterning is used for neuronal specification in

other contexts. The best-studied model for temporal patterning
is the Drosophila embryonic ventral nerve cord (VNC), which is
generated from 30 different neuroblasts per hemisegment (53).
As neuroblasts age, they generate a temporally patterned subset
of neurons and glia. The transcription factors Hunchback (Hb),
Krüppel (Kr), Pdm1/2, Castor, and Grainy head are expressed
sequentially by each neuroblast and specify this patterning (54). As
with OPC neuroblasts, temporal series progression is cell intrinsic
(55) and is mediated by inhibition of the previous factor by the
following one (56). However, unlike the Drosophila visual system,
the absence of these tTFs is not sufficient to stop the progression
of the temporal cascade. For example, transition out of the first
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Fig. 1. Drosophila and mammalian visual system organization. (A) Visual
input in Drosophila is captured by photoreceptors divided into ∼800 om-
matidia. Outer photoreceptor axons (R1 to R6) project to the cartridges of
the lamina, while inner photoreceptor axons (R7 to R8) project to the me-
dulla. Lamina neurons (e.g., L1) also project their axons to the medulla
(orange–yellow). Medulla neurons can be divided into numerous classes. Mi
neurons (Mi1; red) project their arbors throughout the entire medulla.
Transmedullary neurons (e.g., Tm3; orange) connect the medulla to the
lobula. Distal medulla (e.g., Dm4; green) neurons are multicolumnar and
project arbors across multiple medulla columns. The lobula and lobula plate
neuropils are responsible for processing different aspects of vision. T4 neurons
(purple) connect the lobula plate to the proximal medulla, while T5 neurons
(teal) connect the lobula/lobula plate, which processes broad field motion. LC
(e.g., LC12) neurons (dark blue) project within the lobula and send an arbor to
the central brain to process various visual features. LPTCs (e.g., VS neurons) are
sensitive to wide-field motion and project their arbors to the central brain, as
do medulla tubercule (bright blue) neurons. (B) Input to the mammalian visual
system is captured by photoreceptors, which are categorized as dim light–
sensing rods or bright light/color–sensing cones. Rod and cone photoreceptors
synapse onto rod or cone bipolar cells (red), respectively. Horizontal cells (dark
gray) integrate the input from multiple photoreceptor cells to bipolar cells.
Bipolar cells (red) make synapses with feature-detecting RGCs (blue). RGCs
project neurites to higher-order processing centers. Amacrine cells (green)
modulate bipolar to RGC signaling. Like Dm neurons in the fly, they are broadly
arborizing. Müller glia are integral to visual system processing but are not
shown in the figure. GCL, ganglion cell layer; INL, inner nuclear layer; IPL, inner
plexiform layer; ONL, outer nuclear layer; OPL, outer plexiform layer.
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Temporal patterning of Drosophila
medulla neuroblasts controls neural fates
Xin Li1*, Ted Erclik1*, Claire Bertet1, Zhenqing Chen1, Roumen Voutev2, Srinidhi Venkatesh1, Javier Morante1{, Arzu Celik1{
& Claude Desplan1

In the Drosophila optic lobes, the medulla processes visual information coming from inner photoreceptors R7 and R8 and
from lamina neurons. It contains approximately 40,000 neurons belonging to more than 70 different types. Here we
describe how precise temporal patterning of neural progenitors generates these different neural types. Five transcription
factors—Homothorax, Eyeless, Sloppy paired, Dichaete and Tailless—are sequentially expressed in a temporal cascade in
each of the medulla neuroblasts as they age. Loss of Eyeless, Sloppy paired or Dichaete blocks further progression of the
temporal sequence. We provide evidence that this temporal sequence in neuroblasts, together with Notch-dependent
binary fate choice, controls the diversification of the neuronal progeny. Although a temporal sequence of transcription
factors had been identified in Drosophila embryonic neuroblasts, our work illustrates the generality of this strategy, with
different sequences of transcription factors being used in different contexts.

Generation of neuronal diversity requires both spatial and temporal
patterning of neural progenitors. Vertebrate neural progenitors transit
through different competence states as they age, and thus generate a
conserved order of different neural types1–4. Similarly, Drosophila neu-
roblasts generate differently fated progeny in a defined order5–10. A
molecular mechanism of temporal specification has been identified
in the Drosophila embryonic nerve cord, where neuroblasts sequen-
tially express several transcription factors as they age: Hunchback
(Hb), Krüppel (Kr), Pdm1/Pdm2 (Pdm), Castor (Cas) and Grainy
head (Grh)7,11–13. This temporal cascade is necessary and sufficient
for the specification of neuronal identities in multiple lineages of the
nerve cord7–9,11,14–17. An intriguing question is whether the same tem-
poral gene cascade patterns neural progenitors in other systems. In
Drosophila antennal lobe neuroblasts, Kr defines 1 out of 40 fates of
projection neurons18. In vertebrates, IKAROS (also known as IKZF1), a
mouse orthologue of Hb, is both necessary and sufficient for the early
competence state of retinal progenitors19. However, a cascade of tran-
scription factors analogous to that of Drosophila nerve cord neuro-
blasts has not been reported elsewhere. Thus, it is still not clear whether
this powerful mechanism is widely used in other systems. Here we
address this question in the Drosophila medulla.

The medulla, containing ,40,000 neurons belonging to more than
70 cell types, is the largest neuropil in the visual-processing centre
(optic lobe)20,21. It is derived from a larval crescent-shaped neuroepithe-
lium termed the outer proliferation centre (OPC). The single-layered
neuroepithelial cells of the OPC proliferate by dividing symmetri-
cally. They are sequentially converted into medulla neuroblasts in a
wave of neurogenesis that initiates at the medial edge of the neuroe-
pithelium crescent and progresses laterally22–27 (Fig. 1a, c). Each neu-
roblast then divides asymmetrically multiple times to self-renew and to
generate ganglion mother cells (GMCs), which in turn divide once to
produce medulla neurons22,28,29. The neuronal progeny of each neuro-
blast form a chain, with newly generated neurons occupying the most
superficial layer close to neuroblasts and GMCs, and the first-born
neurons occupying the deepest layer close to the medulla neuropil30,31

*These authors contributed equally to this work.

1Department of Biology, New York University, 100 Washington Square East, New York, New York 10003, USA. 2Department of Biochemistry and Molecular Biophysics, Columbia University Medical Center,
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neuroepithelium (NE) cells (blue) into neuroblasts (NBs) (red). A, anterior;
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and lamina neurons (Elav, purple). c, Cross-sectional model showing
neuroblasts (red), GMCs (green) and neurons (purple). A single neuroblast
clone is shown by grey thick outlines. PR, photoreceptor. d, Cross-sectional
view showing the neuroepithelium (DE-cadherin, blue), medulla neuroblasts
(Dpn, red), medulla GMCs (Pros, green), medulla and lamina neurons
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• 60.000 neurons in the Drosophila visual 
system (⅔ of the brain).  

• Visual system requires the specification 
of distinct neurons. 

• 100 Medulla neurons are specified from 
the Outer Proliferation Center (OPC), in a 
wave.  

• Each progenitor generates a clonal 
descent of medulla neurons organised in 
a column. 
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Case Study 2: Transcriptional regulatory code

temporal state (Hb) is not dependent on Kr expression but rather,
appears to be due to Hb depletion in a cell cycle–dependent
manner (55). At the end of the VNC neuron temporal series,
neuroblasts are decommissioned either by apoptosis or by entering
quiescence (57).
In the vertebrate visual system, retinal progenitor cells (RPCs)

sequentially produce all retinal cells via biased temporal patterning.
RPCs undergo three types of divisions: symmetric, asymmetric, and
differentiative (58–60). Live imaging and cultured cell experiments
involving individual RPCs suggest that multipotent RPCs toggle
between these division modes to generate all retinal cell types using
stochastic, biased, cell-intrinsically regulated divisions (61–63).
Despite the stochasticity inherent in RPC divisions, a crude tem-
poral map exists. The widely overlapping temporal windows produce
in a relatively stable order RGCs, horizontal cells, cones, amacrine
cells, rods, bipolar cells, and finally, Müller glia. Furthermore, each
cell type is composed of dozens of subtypes that appear to be pro-
duced in a temporal order; for example, GABAergic amacrine cells
are consistently generated 2 to 3 d before glycinergic amacrine cells,
and cone bipolar cells are born before rod bipolar cells (64, 65).
Molecularly, the Atonal homologMath5 is necessary in RPCs during
their terminal division to promote early-born RGC fate and inhibit
later-born (cone and amacrine) cell fate (66, 67). Temporal pat-
terning is also regulated by the heterochronic pathway microRNA
let-7, as well as the microRNAs (miRNAs) mir-126 and mir-9; these

miRNAs increase their expression in later progenitors to promote
the expression of the conserved heterochronic gene Lin-28b and the
immunoglobulin superfamily (IgSF) protein protogenin (68). Over-
expression of these genes generates an excess of later-born neuron
types, indicating that these miRNAs are sufficient to advance the
developmental clock in RPCs. Classical temporal patterning genes,
such as Hb and Castor orthologs (which specify Drosophila VNC
early vs. late neural fate), are also used to regulate mammalian
retinal neuron fate. Expression of the early factor Ikaros/Hb in RPCs
(as well as in mature neurons) is required to produce retinal neurons
from early windows, while Casz1/Castor is required for late windows
(69, 70). Recent evidence also suggests that the temporal factor
Pou2f1/2(Pdm) is required in RPCs for the specification of cones
produced in the intermediate period. Ikaros overexpression in-
creases Pou2f1 expression, and Pou2f1 expression represses Casz1
(71); in addition to Pou2f1/2, the Forkhead box transcription factor
FOXN4 (which resembles the tTF Slp) also activates Casz expres-
sion and represses Ikzf1 expression to promote mid- to late cell types
within the early temporal windows (amacrine, horizontal, cone, and
rod cells) at the expense of RGC production (72). This suggests that
these two genes collaborate to specify an intermediate temporal
window. Thus, an evolutionarily conserved temporal series of genes
appears to regulate temporal patterning of retinal fate.
The patterning of the vertebrate cortex also resembles the

temporal patterning seen in the Drosophila nervous system. The
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transcription factor (TF) expression, which regionalizes progenitors to allow for the generation of different classes of spinal cord neurons. (Adapted with
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• A temporal cascade to TFs encode 
distinct cell types. 

• This is amplified by spatial cues in the 
outer proliferation center (OPC). 

• Notch signalling amplifies cell 
diversification (binary choice).embryonic CNS neuroblasts, where ectopic Hb is only able to specify

early born neurons during a specific time window8,41.

Ey1 neuroblast stage
Lim3 is expressed in all Ap2 progeny of both Hth1 and Ey1 neuro-
blasts (Supplementary Fig. 4a and Fig. 6i). Toy and Dfr are expressed in
subsets of neurons born from Ey1 neuroblasts, as indicated by their
expression in the Ey1 neuron progeny layer. The most superficial row
of Ey1 Ap2 neurons express Toy (and Lim3), suggesting that they are
the NOFF progeny of the last-born Ey1 GMCs (Supplementary Fig. 4c).
Dfr is co-expressed with Ap in two or three rows of neurons that are
intermingled with Ey1 neurons (Fig. 5e, f), suggesting that they are the
NON progeny from Ey1 GMCs (Fig. 6i). In addition to these Ap1 Dfr1

neurons, Dfr is also expressed in some later-born neurons that are Ap2

but express another transcription factor: Dachshund (Dac), in specific
sub-regions of the medulla crescent31 (Fig. 5e).

We tested whether Ey in neuroblasts regulates Dfr expression in
neurons. As expected, Dfr-expressing neurons are lost in ey-null
mutant clones (Fig. 5g), suggesting that they require Ey activity in
neuroblasts, even though Ey is not maintained in Ap1 Dfr1 neurons.
Furthermore, in slp mutant clones in which neuroblasts remain blocked
in the Ey1 state, the Ap1 Dfr1 neuron population is expanded into later-
born neurons (Fig. 5h), suggesting that the transition from Ey1 to Slp1

in neuroblasts is required for shutting off the production of Ap1 Dfr1

neurons. In addition, Ap1 Dfr1 neurons are lost in Su(H) mutant clones
(Supplementary Fig. 4b). Thus, Ey expression in neuroblasts and the
Notch pathway together control the generation of Ap1 Dfr1 neurons.

Slp1 and D1 neuroblast stages
In addition to its expression with Ey in the NOFF progeny of the last-born
Ey1 GMCs, Toy is also expressed in Ap1 (NON) neurons in more

superficial layers generated by Slp1 and D1 neuroblasts (Supplemen-
tary Fig. 4c, d and Fig. 6a, i). Consistently, in Su(H) mutant clones, we
see an expansion of Toy1 Ey1 neurons in the Ey progeny layer, followed
by loss of Toy in the Slp and D progeny layer (Supplementary Fig. 4e).

We tested whether Slp is required for the neuroblasts to switch from
generating Toy1 Ap2 neurons, progeny of Ey1 neuroblasts, to generat-
ing Toy1 Ap1 neurons. Indeed, in slp mutant clones, the Toy1 Ap1

neurons largely disappear, whereas Toy1 Ap2 neurons expand (Fig. 6b).
We examined Ap and Toy expression in specific adult neurons.

OrtC1-gal4 primarily labels Tm20 and Tm5 (C.-H. Lee, personal
communication) plus a few TmY10 neurons, and these neurons
express both Ap and Toy (Fig. 6c–f). To examine whether Slp is
required for the specification of these neuron types, we generated
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mimics Ap expression, and Hth (red). b, Bsh (blue), but not Hth (red), is lost in
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expression (red) is lost in eyJ5.71 mutant clones marked by lack of GFP (green in
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(Fig. 1c, d). Pioneering studies have identified several transcription
factors specifying different subsets of medulla neuron types21,30,31.
However, it was not clear how their expression in neurons is controlled
to generate neuronal diversity.

We found that five transcription factors, Homothorax (Hth), Eyeless
(Ey), Sloppy paired 1 and 2 (Slp), Dichaete (D) and Tailless (Tll), are
sequentially expressed in medulla neuroblasts as they age. Ey, Slp and
D are each required for turning on the next transcription factor in
the dividing neuroblasts. Slp and D are also required for turning off
the preceding transcription factor. These transcription factors control
the expression of downstream transcription factors that mark the
identities of the neuronal progeny. Notch-dependent asymmetric divi-
sion of GMCs further diversifies neuronal identities. Our identification
of a novel temporal cascade of transcription factors distinct from the
Hb-Kr-Pdm-Cas-Grh sequence suggests that transcription-factor-
dependent temporal switching of neural progenitors is a common theme
in neuronal specification, with different transcription factor sequences
being recruited in different contexts.

A temporal gene cascade in medulla neuroblasts
In the developing medulla, the wave of conversion of neuroepithelium
into neuroblasts makes it possible to visualize neuroblasts at different
temporal stages in one snapshot, with newly generated neuroblasts on
the lateral edge and the oldest neuroblasts on the medial edge of the
expanding crescent shaped neuroblast region (Fig. 1a, b). We conducted
an antibody screen for transcription factors expressed in the developing
medulla and identified five transcription factors, Hth, Ey, Slp1, D
and Tll, that are expressed in five consecutive stripes in neuroblasts
of increasing ages, with Hth expressed in newly differentiated neuro-
blasts, and Tll in the oldest neuroblasts (Fig. 2a, b). This suggests that
these transcription factors are sequentially expressed in medulla neu-
roblasts as they age. Neighbouring transcription factor stripes show
partial overlap in neuroblasts with the exception of the D and Tll
stripes, which abut each other. We and others had previously reported
that Hth31 and Ey30 were expressed in medulla neuroblasts, but they
had not been implicated in controlling neuroblast temporal identities.
Hth and Tll also show expression in the neuroepithelium.

To address whether each neuroblast sequentially expresses the five
transcription factors, we examined their expression in the neuroblast
progeny (Fig. 1c, d). Hth, Ey and Slp1 are expressed in three different
layers of neurons that correlate with birth order, that is, Hth in the
first-born neurons of each lineage in the deepest layers; Ey or Slp1 in
correspondingly more superficial layers, closer to the neuroblasts. This
suggests that they are born sequentially in each lineage (Fig. 2c, d, j). D
is expressed in two distinct populations of neurons. The more super-
ficial population inherit D from D1 neuroblasts (Fig. 2e, above dashed
line). D1 neurons in deeper layers (corresponding to the Hth and Ey
layers) turn on D expression independently and will be discussed later
(Fig. 2e, below dashed line). We generated single neuroblast clones and
examined the expression of the transcription factors in the neuroblast
and its progeny. Single neuroblast clones in which the neuroblast is at
the Ey1 stage include Ey1 GMCs/neurons as well as Hth1 neurons
(Fig. 2f). This indicates that Ey1 neuroblasts have transited through
the Hth1 stage and generated Hth1 neurons. Clones in which the
neuroblast is at the D1 stage contain Slp11 GMCs and Ey1 neurons
(Fig. 2g), suggesting that D1 neuroblasts have already transited
through the Slp1 and Ey1 stages. This supports the model that each
medulla neuroblast sequentially expresses Hth, Ey, Slp1 and D as it
ages, and sequentially produces neurons that inherit and maintain
expression of the transcription factor.

slp1 and slp2 are two homologous genes arranged in tandem and
function redundantly in embryonic and eye development32,33. Slp2 is
expressed in the same set of medulla neuroblasts as Slp1 (Supplemen-
tary Fig. 1a). We will refer to Slp1 and Slp2 collectively as Slp.

Tll is expressed in the oldest medulla neuroblasts. The oldest Tll1

neuroblasts show nuclear localization of Prospero (Pros) (Fig. 2h),

suggesting that they undergo Pros-dependent cell-cycle exit at the end
of their life, as in larval nerve cord and central brain neuroblasts34.
Tll1 neuroblasts and their progeny express glial cells missing (gcm)
(Supplementary Fig. 1b), and the progeny gradually turn off Tll and
turn on Repo, a glial-specific marker. These cells migrate towards deeper
neuronal layers and take their final position as glial cells around the
medulla neuropil (Fig. 2i). Thus, Tll1 neuroblasts correspond to pre-
viously identified glioblasts between the optic lobe and central brain
that express gcm and generate medulla neuropil glia35,36. Clones in which
the neuroblast is at the Tll1 stage contain Hth1 neurons and Ey1

neurons, among others (Supplementary Fig. 1c), confirming that Tll1

neuroblasts represent the final temporal stage of medulla neuroblasts
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Figure 2 | A temporal sequence of transcription factors in medulla
neuroblasts. a, b, Surface views showing that neuroblasts sequentially express:
Hth (red), Ey (blue), Slp1 (green) and D (red) (a), and D (red) and Tll (cyan)
(b). c–i, Cross-sectional views showing the expression of the five transcription
factors in neuroblasts and their progeny. c, Hth (red), Ey (blue) and Dpn
(green). d, Ey (blue) and Slp1 (green). e, D (red). The dashed line separates the
two populations of D1 neurons (see text). n, neurons. f, In a neuroblast clone
(b-Gal; green in left, dashed circles in right), the neuroblast is Ey1 (blue, small
arrow), whereas its progeny are Ey1 or Hth1 (red, open arrows). g, In a
neuroblast clone (b-Gal; white in inset), the neuroblast is D1 (red, small arrow).
It has generated Slp1 (green) GMCs (arrowhead), and Ey1 (blue) neurons
(open arrows). h, The oldest neuroblasts (small arrows) express Tll (cyan in
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model. For simplicity, the overlap between transcription factors is not shown;
only one neuroblast/GMC is shown for each stage. D expression in the deeper
neuron population is not shown. Empty cells indicate that a subset of neurons
born during the Ey, Slp or D windows do not maintain the neuroblast
transcription factor. k, Model showing that each neuroblast sequentially
expresses five transcription factors.
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Case Study 3: Signal encoding

Ligand/Receptor (signalling code):  
how to encode specific signalling output behaviours from different ligands?

phosphorylate SMAD1/5/8 effector proteins (as well as non-ca-
nonical targets) to regulate downstream genes. Although ligands
differ in the type I and type II receptors that they bind and signal
through (David and Massagué, 2018; Shimasaki et al., 2004),
receptor preferences as currently understood cannot explain
key functional differences between ligands. For instance,
BMP9 and BMP10 exhibit similar preferences for some recep-
tors (David et al., 2007) but behave non-equivalently, as dis-
cussed above (Chen et al., 2013). Moreover, BMP receptors
are expressed in combinations (Figure 1B), compete with one
another for binding to ligands, and generate complex functional
responses to ligand combinations, all of which make it difficult to
predict the distribution of signaling complexes and thereby the
overall pathway activity, from qualitative affinity preferences
alone (Antebi et al., 2017).
To address these issues, we sought to map the combinatorial

effects of ligands and, more specifically, to identify groups of
ligands that function equivalently, across different cell contexts.
We define two ligands as equivalent (interchangeable) if they
exhibit similar individual activation strengths and interactions
with all other ligands. (Analogous to the convention for drug
interactions, we will use the term ‘‘ligand interactions’’ to refer
to non-additive responses to ligand combinations, without
implying direct molecular interaction between the ligands.) To
determine ligand equivalence in a given cell context, we can
measure responses to BMP pairs and cluster ligands into
‘‘equivalence groups’’ based on the similarity of their pairwise
interactions (Figure 1C). Repeating these measurements in
different cell types can further reveal how equivalence groups
vary between developmental contexts. Although previous work
identified pairwise responses among a few BMPs, the full set
of pairwise interactions is necessary to determine this equiva-
lence structure. (Ligand equivalence groups, which are defined
here, are distinct from equivalence groups in development,

which describe groups of cells with the same fate potential
[Greenwald and Rubin, 1992].)
This approach was inspired by previous work showing that

pairwise analysis of mutations can efficiently reveal the structure
of gene modules and protein functions (Costanzo et al., 2016;
Schwikowski et al., 2000; Segrè et al., 2005) and that pairwise
analysis of antibiotics can similarly classify them into groups
with similar biochemical mechanisms of action (Yeh et al.,
2006). In these studies, clusters of genes or drugs are defined
by patterns in phenotypic, pairwise responses and are shown
to emerge from underlying features of the interacting compo-
nents. Similarly, in the case of BMP signaling, we reasoned
that equivalence groups could emerge from subtle or unknown
differences in the biochemical properties of different ligands.
Equivalence groups could thus empirically distill the functional
consequences of unknown parameters, constrain mathematical
models of underlying components and interactions, and provide
a useful framework for classification and prediction.
Here, we analyzed pairwise combinations of ten of the best-

characterized BMP ligands across multiple receptor contexts.
This analysis classifies the ten ligands into a smaller number of
equivalence groups. Further, we show that these equivalence
groups reorganize depending on the receptor expression profile
of the signal-receiving cell, helping to explain context-dependent
effects in development. Finally, to understand how the observed
combinatorial ligand responses could emerge from underlying
molecular features of the pathway, we fit the full data set to a
simplified mathematical model of competitive ligand-receptor
interactions. This analysis shows how contextual, combinatorial
BMP responses can emerge from the interplay between the af-
finities that govern signaling complex formation and the specific
phosphorylation activities of the resulting complexes. Together,
these results reveal the combinatorial and contextual logic of
BMP signaling and provide a framework for understanding other

Figure 1. BMP ligands can be classified by
their pairwise interactions
(A) BMP ligands (colored petal shapes) bind type I

and type II receptors to form signaling com-

plexes. Active signaling complexes phosphorylate

SMAD1/5/8 transcription factors, which trans-

locate to the nucleus to activate endogenous gene

targets. Promiscuous ligand-receptor interactions

enable the formation of a wide variety of potential

signaling complexes. The dimeric nature of the

ligands allows each to recruit up to two type I and

two type II receptors simultaneously.

(B) Bulk RNA-seq data sets of various mouse

tissues, compiled in Lachmann et al. (2018), show

that BMP ligands, type I receptors, and type II

receptors are often expressed (i.e., Kallisto pseu-

docounts > 0) as combinations (i.e., 2 or more).

(C) Systematic measurements of individual and

pairwise responses (left) can cluster BMP ligands

(middle) into equivalence groups (right). Ligands in

the same equivalence group interact in similar

ways (synergistic, additive, antagonistic, or sup-

pressive) with other ligands and have the same

individual strength.
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There is a limited set of signalling pathways in metazoans: 7 
BMP, Wnt, Hh, FGF and other RTKs (Receptor Tyrosine Kinase), JNK, TLRs, GPCRs. 

• Ligands/Receptors (L/R) binding trigger specific cellular outputs. 
• Paradox: Ligands and receptors are generally expressed in poorly restricted domains, yet 

their function is highly restricted in space and time.

1 to 1 L/R binding Promiscuous L/R binding 
(many to many)

Specific encoding Combinatorial encoding
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• How is specificity achieved? What is the signalling encoding strategy? 
— quantitative control. 
— subcellular specification (context dependency) 
— ligand diversification

Case Study 3: Signal encoding
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SUMMARY

The bone morphogenetic protein (BMP) signaling
pathway comprises multiple ligands and receptors
that interact promiscuouslywith oneanother and typi-
cally appear in combinations. This feature is often
explained in terms of redundancy and regulatory flex-
ibility, but it has remained unclear what signal-pro-
cessing capabilities it provides. Here, we show that
theBMPpathwayprocessesmulti-ligand inputsusing
a specific repertoire of computations, including ratio-
metric sensing, balance detection, and imbalance
detection. Thesecomputationsoperateon the relative
levels of different ligands and can arise directly from
competitive receptor-ligand interactions. Further-
more, cells can select different computations to
perform on the same ligand combination through
expression of alternative sets of receptor variants.
These results provide a direct signal-processing role
for promiscuous receptor-ligand interactions and
establish operational principles for quantitatively con-
trolling cells with BMP ligands. Similar principles
couldapply tootherpromiscuoussignalingpathways.

INTRODUCTION

Many intercellular signaling pathways, such as bone morphoge-
netic protein (BMP), Wnt, Notch, and JAK-STAT, exhibit a
curious feature. Rather than using a single ligand and receptor,
these systems comprise multiple ligand and receptor variants
that interact promiscuously with one another to combinatorially
generate a large set of distinct signaling complexes. These com-
plexes activate the same intracellular targets and therefore
appear to operate redundantly. Previous work has suggested
that the use of redundant ligands and receptors offers regulatory
flexibility (Llimargas and Lawrence, 2001) or provides robust-
ness to genetic variation (Dudley and Robertson, 1997; Edson
et al., 2010). However, it is also possible that this apparent
redundancy provides specific signal-processing capabilities
(Mueller and Nickel, 2012; Murray, 2007; Schmierer and Hill,
2007; Wodarz and Nusse, 1998).

The BMP pathway is an ideal example of promiscuous recep-
tor-ligand architecture (Figure 1A). In mammalian species, it

includes more than 20 distinct ligands, 4 type I receptors
(BMPR1A, BMPR1B, ACVR1, and ALK1), and 3 type II receptors
(BMPR2, ACVR2A, and ACVR2B). These components could
interact combinatorially to form hundreds of distinct receptor-
ligand signaling complexes, each composed of 2 type I and
2 type II receptors binding a dimeric ligand. Active signaling
complexes phosphorylate SMAD1, 5, and 8, which, together
with SMAD4, translocate to the nucleus to regulate target gene
expression (Heldin et al., 1997; Massagué, 1998).
Two features of the BMP pathway suggest the possibility

of more complex signal processing. First, in most contexts,
multiple BMP ligands and receptors appear in overlapping
spatiotemporal distributions and therefore appear to be utilized
in combinations (Danesh et al., 2009; Faber et al., 2002; Lorda-
Diez et al., 2014; Salazar et al., 2016). For example, BMP9 and
BMP10 co-regulate the formation of vasculature (Chen et al.,
2013; Ricard et al., 2012), while BMP2, BMP4, GDF5, and
GDF6 operate together in joint development (Storm and Kings-
ley, 1996). Similarly, at least 6 distinct ligands and 3 receptors
are involved in kidney development (Simic and Vukicevic,
2005). Second, individual ligands preferentially signal through
particular receptors. For example, ALK1 is preferentially acti-
vated by BMP9 and BMP10 in endothelial cells (David et al.,
2007); GDF5 signals mainly through BMPR1B and not BMPR1A
(Nishitoh et al., 1996); and BMP2/4 and BMP6/7 signal through
distinct receptors to induce mesenchymal stem cell differentia-
tion (Lavery et al., 2008).
The ability to form many competing complexes with distinct

affinity and activity preferences could, in principle, allow the sys-
tem to perform complex signal processing. However, we lack a
general quantitative framework to understand how the BMP
pathway perceives combinations of ligands, how such combina-
torial perception emerges from underlying molecular interac-
tions, andwhether and howdistinct cell types respond differently
to the same ligand combinations.
Here, combining theoretical and experimental approaches,

we show that the BMP pathway perceives ligand combinations
through a specific family of multi-dimensional response profiles.
These profiles allow the pathway to perceive relative, in addition
to absolute, levels of multiple ligands. Mathematical modeling
further reveals that these response profiles can arise from
interplay between receptor-ligand binding affinities and the
quantitative activity of each complex. The former determine
what complexes are formed, while the latter determines how
the activities of those complexes combine to establish overall
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pathway activity. Critically, we find that the response profiles
differ qualitatively and quantitatively depending on the expres-
sion levels of the different receptor variants. As a result,
different cell types, with distinct receptor expression profiles,
can respond to distinct features in the multidimensional space
of ligand concentrations. Together, these results establish a
general framework for analyzing the BMP signaling pathway
and reveal a more general design principle for biological
signaling systems containing promiscuous receptor-ligand
interactions.

RESULTS

Theoretical Framework
To analyze the way in which the BMP pathway uses multiple
receptor variants to integrate signals from multiple dimeric
ligand species, it is useful to consider two multi-dimensional
spaces. Cellular environments, specified by the concentrations
of each of the dimeric ligand species, can be represented as
points in a multi-dimensional ‘‘ligand space’’ (Figure 1B). Simi-
larly, individual cell types typically co-express multiple type I
and type II receptors (Cheifetz, 1999) and can therefore be
represented as points in a 7-dimensional ‘‘receptor space’’
specified by the individual expression levels of each receptor
(Figure 1C). (This space is, more precisely, the combination of
a 3-dimensional space for the type I receptors and a 4-dimen-
sional space for the type II receptors.) Not every point in ligand
or receptor space may be realized biologically, and other
secreted and intracellular factors further modulate BMP
signaling in specific contexts (Balemans and Van Hul, 2002;
Zakin and De Robertis, 2010). Nevertheless, understanding
signal processing by the BMP pathway requires determining

how multiple ligands combine, or integrate, to control the
pathway activity in a cell with a given receptor configuration
(Figure 1D) and whether distinct cells, expressing specific
combinations of receptors, can integrate the same ligands in
qualitatively different ways (Figure 1E).

BMP Ligands Exhibit Combinatorial Effects
In order to address these questions experimentally, we set out to
measure the dependence of BMP pathway activity on individual
ligands and ligand combinations. Ligand monomers form cova-
lent homodimers and heterodimers with distinct activities (Israel
et al., 1996; Neugebauer et al., 2015; Valera et al., 2010). Here,
we focused on mixtures of distinct homodimeric ligands, which
have been shown to produce non-additive responses in some
systems (Ying et al., 2000, 2001; Ying and Zhao, 2001; Açil
et al., 2014).Mixtures of heterodimeric ligands could be analyzed
similarly.
To quantitatively measure BMP pathway activity, we con-

structed a reporter cell line by stably integrating a histone 2B
(H2B)-Citrine fluorescent reporter driven by a BMP response
element (BRE) specific for SMAD1/5/8 (Korchynskyi and ten
Dijke, 2002) into the NAMRU mouse mammary gland (NMuMG)
epithelial cell line, in which the BMP pathway can be activated
without inducing differentiation (Piek et al., 1999). Reporter
expression correlated with phosphorylation of SMAD1/5/8 and
with endogenous BMP target gene expression (Figures
S1A–S1C) and exhibited a unimodal distribution for each ligand
concentration (Figure S1D). After an elevated transient response
to BMP addition, pSMAD levels reached a steady state within
90 min (Figure S1E). The steady-state behavior was also
reflected in reporter fluorescence, which accumulated at an
approximately constant rate over time for up to 48 hr (FigureS1F).
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Figure 1. Promiscuous Receptor-Ligand Interactions Can Be Analyzed in Terms of Multi-dimensional Ligand and Receptor Spaces
(A) In the BMP signaling pathway, multiple ligand variants (blue and green) interact promiscuously with multiple distinct type I (orange and yellow) and type II

(purple and pink) receptor heterodimers. Most ligands interact with multiple receptor complexes (arrows), but all active signaling complexes phosphorylate the

same second messenger, SMAD1/5/8. Phosphorylated SMAD1/5/8, in complex with SMAD4, activates endogenous targets (white) and a stably integrated

fluorescent reporter gene (yellow).

(B and C) Cellular environments and expression levels can be represented as points in multi-dimensional spaces. (B) Ligand concentration space represents the

possible local environments of cells. Only 3 ligands are plotted for simplicity, but the full space includes dimensions for each ligand species. Zoomed circles

indicate examples of two environments with distinct concentrations of ligands. (C) Receptor space represents the space of possible receptor expression profiles.

Only 3 of 7 dimensions are shown. Two example cell types with distinct receptor expression profiles are indicated (circles).

(D and E) These representations provoke the questions of howmultiple ligands combine to determine pathway activity in a given cell type (D) and how different cell

types respond to the same ligand combination (E).
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pathway activity. Critically, we find that the response profiles
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sion levels of the different receptor variants. As a result,
different cell types, with distinct receptor expression profiles,
can respond to distinct features in the multidimensional space
of ligand concentrations. Together, these results establish a
general framework for analyzing the BMP signaling pathway
and reveal a more general design principle for biological
signaling systems containing promiscuous receptor-ligand
interactions.
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receptor variants to integrate signals from multiple dimeric
ligand species, it is useful to consider two multi-dimensional
spaces. Cellular environments, specified by the concentrations
of each of the dimeric ligand species, can be represented as
points in a multi-dimensional ‘‘ligand space’’ (Figure 1B). Simi-
larly, individual cell types typically co-express multiple type I
and type II receptors (Cheifetz, 1999) and can therefore be
represented as points in a 7-dimensional ‘‘receptor space’’
specified by the individual expression levels of each receptor
(Figure 1C). (This space is, more precisely, the combination of
a 3-dimensional space for the type I receptors and a 4-dimen-
sional space for the type II receptors.) Not every point in ligand
or receptor space may be realized biologically, and other
secreted and intracellular factors further modulate BMP
signaling in specific contexts (Balemans and Van Hul, 2002;
Zakin and De Robertis, 2010). Nevertheless, understanding
signal processing by the BMP pathway requires determining

how multiple ligands combine, or integrate, to control the
pathway activity in a cell with a given receptor configuration
(Figure 1D) and whether distinct cells, expressing specific
combinations of receptors, can integrate the same ligands in
qualitatively different ways (Figure 1E).

BMP Ligands Exhibit Combinatorial Effects
In order to address these questions experimentally, we set out to
measure the dependence of BMP pathway activity on individual
ligands and ligand combinations. Ligand monomers form cova-
lent homodimers and heterodimers with distinct activities (Israel
et al., 1996; Neugebauer et al., 2015; Valera et al., 2010). Here,
we focused on mixtures of distinct homodimeric ligands, which
have been shown to produce non-additive responses in some
systems (Ying et al., 2000, 2001; Ying and Zhao, 2001; Açil
et al., 2014).Mixtures of heterodimeric ligands could be analyzed
similarly.
To quantitatively measure BMP pathway activity, we con-

structed a reporter cell line by stably integrating a histone 2B
(H2B)-Citrine fluorescent reporter driven by a BMP response
element (BRE) specific for SMAD1/5/8 (Korchynskyi and ten
Dijke, 2002) into the NAMRU mouse mammary gland (NMuMG)
epithelial cell line, in which the BMP pathway can be activated
without inducing differentiation (Piek et al., 1999). Reporter
expression correlated with phosphorylation of SMAD1/5/8 and
with endogenous BMP target gene expression (Figures
S1A–S1C) and exhibited a unimodal distribution for each ligand
concentration (Figure S1D). After an elevated transient response
to BMP addition, pSMAD levels reached a steady state within
90 min (Figure S1E). The steady-state behavior was also
reflected in reporter fluorescence, which accumulated at an
approximately constant rate over time for up to 48 hr (FigureS1F).
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(Since the fluorescent protein is stable and the cell cycle is longer
than 24 hr in these conditions, linear accumulation indicates a
constant rate of reporter expression.) Based on these dynamics,
we selected 24 hr post induction as a time point for subsequent
analysis.

As a first step to classifying ligand integration behaviors, we
sought to identify candidate ligand pairs for subsequent
higher-resolution analysis. We performed a coarse-grained
survey of 15 commercially available homodimeric ligands
(Figure 2A). We measured reporter expression in response to
each ligand individually, at a specific base concentration
(STARMethods; Table S1); each ligand at twice its base concen-
tration (diagonal elements); and each pair of ligands at their base

concentrations (other matrix elements). To quantify pathway
activity, we normalized each measurement by basal activity
with no added ligand (bottom).
Many individual ligand pairs generated stronger or weaker

responses than expected given their individual effects (Figures
2A, S1G, and S1H). For example, BMP3 combined antagonisti-
cally with almost every other ligand. Furthermore, some individ-
ual ligands combined in qualitatively different ways with different
ligands. For example, BMP7 and BMP4 each exhibited amixture
of antagonistic and synergistic interactions with other ligands.
Overall, these results indicate that the effect of any given ligand
on pathway activity can, in general, depend in complex ways on
other ligands.
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Figure 2. The BMP Pathway Perceives Ligand Combinations
(A) NMuMG reporter cells were exposed to 136 different combinatorial pairings of 15 homodimeric BMP ligands, as indicated. Color scale indicates mean

fluorescence level at 24 hr, normalized by the uninduced population (relative activity).

(B) From the complete interaction matrix, we extracted the individual response to each ligand (top row) and compared to the response to BMP4 (bottom row) and

to mixtures of each ligand with BMP4 (middle row). By comparing each vertical triplet, we see that specific ligands combine with BMP4 in different ways, both

synergistically and antagonistically.

(C–E) Measurements of full input-output response profiles for specific ligand pairs. BMP4 and BMP9 combine to increase pathway activity in an additive fashion

(C). BMP4 and GDF5 combine in a ratiometric manner (D). BMP4 and BMP10 showed an ‘‘imbalance detection’’ response (E). For each plot in (C–E), the dashed

outline indicates a set of ligand concentrations varying from high concentration of one ligand (top left corner) to high concentration of the other ligand through

intermediate states containing both ligands (e.g., top right). In (C–E), the bottom row and left column correspond to an absence of the indicated ligand.

(F–H) The responses along the dashed contour are plotted for BMP4-BMP9 (F), BMP4-GDF5 (G), and BMP4-BMP10 (H). Each pair shows a different dependence

on ligand ratio. The logarithmic levels of each ligand are indicated schematically by the heights of the blue/green bars along the x axis. Error bars indicate SD

calculated from at least 3 experiments.

See also Figures S1 and S2 and Tables S1 and S4.
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• The combinatorial logic of BMP ligands

• Binary interaction among BMP 
ligands reveals different classes 
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behaviours

(Since the fluorescent protein is stable and the cell cycle is longer
than 24 hr in these conditions, linear accumulation indicates a
constant rate of reporter expression.) Based on these dynamics,
we selected 24 hr post induction as a time point for subsequent
analysis.

As a first step to classifying ligand integration behaviors, we
sought to identify candidate ligand pairs for subsequent
higher-resolution analysis. We performed a coarse-grained
survey of 15 commercially available homodimeric ligands
(Figure 2A). We measured reporter expression in response to
each ligand individually, at a specific base concentration
(STARMethods; Table S1); each ligand at twice its base concen-
tration (diagonal elements); and each pair of ligands at their base

concentrations (other matrix elements). To quantify pathway
activity, we normalized each measurement by basal activity
with no added ligand (bottom).
Many individual ligand pairs generated stronger or weaker

responses than expected given their individual effects (Figures
2A, S1G, and S1H). For example, BMP3 combined antagonisti-
cally with almost every other ligand. Furthermore, some individ-
ual ligands combined in qualitatively different ways with different
ligands. For example, BMP7 and BMP4 each exhibited amixture
of antagonistic and synergistic interactions with other ligands.
Overall, these results indicate that the effect of any given ligand
on pathway activity can, in general, depend in complex ways on
other ligands.

2
4
6
8

10

Ratiometric ImbalanceAdditive

BMP4 (ng/ml)
10-1 100 101 102 103

B
M

P
9 

(n
g/

m
l)

10-1

100

101

102

103

2

4

6

8

BMP4 (ng/ml)
10-1 100 101 102 103

B
M

P
10

 (n
g/

m
l)

100

101

102

103

1

2

3

4

5

6

7

C D E

BMP4 (ng/ml)
100 101 102 103

G
D

F5
 (n

g/
m

l)

101

102

103

104

2

4

6

8

GDF5
BMP4

Ligand Composition
BMP9

BMP4

Ligand Composition
BMP10

BMP4

Ligand Composition

F G H

R
el

at
iv

e 
ac

tiv
ity

R
el

at
iv

e 
ac

tiv
ity

R
el

at
iv

e 
ac

tiv
ity

2
4
6
8

10

2
4
6
8

10

R
elative A

ctivity

R
elative A

ctivity

R
elative A

ctivity

A

B

Con
tro

l

BMP8a

GDF11

BMP3
BMP15

GDF5
GDF10

GDF7
GDF6

BMP7
BMP6

BMP5
BMP10

BMP4
BMP2

BMP8a
GDF11

BMP3
BMP15
GDF5

GDF10
GDF7GDF6

BMP7

BMP6

BMP5

BMP10

BMP4BMP2

BMP9

BMP9

Con
tro

l

Single ligands (1x)

Single ligands (2x)

No ligands

R
elative activity

1

2

3

4

5

6

7
Contro

l

BMP8a

GDF1
1

BMP3
BMP15

GDF5
GDF1

0
GDF7

GDF6
BMP7

BMP6
BMP5

BMP10

BMP4
BMP2

BMP9

BMP4 only
Mixed
Ligand only

Figure 2. The BMP Pathway Perceives Ligand Combinations
(A) NMuMG reporter cells were exposed to 136 different combinatorial pairings of 15 homodimeric BMP ligands, as indicated. Color scale indicates mean

fluorescence level at 24 hr, normalized by the uninduced population (relative activity).

(B) From the complete interaction matrix, we extracted the individual response to each ligand (top row) and compared to the response to BMP4 (bottom row) and

to mixtures of each ligand with BMP4 (middle row). By comparing each vertical triplet, we see that specific ligands combine with BMP4 in different ways, both

synergistically and antagonistically.

(C–E) Measurements of full input-output response profiles for specific ligand pairs. BMP4 and BMP9 combine to increase pathway activity in an additive fashion

(C). BMP4 and GDF5 combine in a ratiometric manner (D). BMP4 and BMP10 showed an ‘‘imbalance detection’’ response (E). For each plot in (C–E), the dashed

outline indicates a set of ligand concentrations varying from high concentration of one ligand (top left corner) to high concentration of the other ligand through

intermediate states containing both ligands (e.g., top right). In (C–E), the bottom row and left column correspond to an absence of the indicated ligand.

(F–H) The responses along the dashed contour are plotted for BMP4-BMP9 (F), BMP4-GDF5 (G), and BMP4-BMP10 (H). Each pair shows a different dependence

on ligand ratio. The logarithmic levels of each ligand are indicated schematically by the heights of the blue/green bars along the x axis. Error bars indicate SD

calculated from at least 3 experiments.

See also Figures S1 and S2 and Tables S1 and S4.

1186 Cell 170, 1184–1196, September 7, 2017

Case Study 3: Signal encoding

Y.E. Antebi et al. and M.B. Elowitz. Cell 170, 1184–1196 (2017)



52
Thomas LECUIT   2024-2025

This simplifiedmodel omits several known features of the BMP
pathway, such as variations in the sequence of binding reactions
(Gilboa et al., 2000; Rosenzweig et al., 1995; Ventura et al.,
1995), the hexameric nature of actual signaling complexes,
and the roles of other BMP regulatory factors. These features
likely play important biological roles (e.g., controlling the ampli-
tude and spatiotemporal dynamics of signaling) that should be
considered in models of specific biological processes. However,
incorporation of these additional features in the model does not
change the types of input-output computations examined here
(STAR Methods).

Archetypal Functions Define the Range of Response
Profiles
To explore the range of integration modes produced by the
model, we computed the input-output behavior of the system
for 100,000 random parameter sets (Figure S4A). The model
produced a repertoire of computational response profiles, which
included additive, ratiometric, and imbalance detection. Tomore
quantitatively characterize this repertoire, we defined two fea-
tures that together capture key aspects of the shape of the
response profiles (Figures S4B–S4D). First, we defined the rela-
tive ligand strength (RLS) to quantify the asymmetry in pathway
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Figure 4. Mathematical Modeling Shows that Combinatorial Receptor-Ligand Interactions Generate a Specific Repertoire of Computational
Functions
(A) Schematic representation of ligands (top row), type A receptors (second row), type B receptors (third row), intermediate complexes (fourth row), and signaling

complexes (fifth row), as described in the text. Only a subset of possible complexes is shown for simplicity. Colored lines highlight interactions involved in the

formation of a single signaling complex, with corresponding parameters indicated.

(B) Reactions (left), corresponding steady-state equations (right), and the equation for the total response (bottom) for the model.

(C) With 2 ligands and 2 variants of each receptor type, the model produces a variety of different signal-processing behaviors. Each point represents the behavior

of one randomly chosen parameter set. The x axis represents the type and strength of interference between the ligands, from antagonism (negative values) to

synergy (positive values). The y axis represents the relative strength of the two ligands individually, as defined in Figure S4B and STARMethods. Most parameter

sets generate computations that fall within a triangular region, while some show more extreme phenotypes. The four archetypal computations, shown in (D)–(G),

are indicated by colored dots.

(D–G) The four archetypal computations (additive, [D]; ratiometric, [E]; imbalance, [F]; and balance, [G]) are shown (top) together with corresponding profiles

showing pathway activity as a function of ligand ratio, as in Figures 2F–2H (bottom). Colors indicate normalized response strength.

See also Figures S4 and S5.
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• A mathematical models recapitulates the 
computational properties of BMP 
signalling 

• 4 core integration modes or classes of 
computations emerge: additive (addition), 
imbalance (subtraction), balance (multiplication) 
and ratiometric (division) signalling. 

This simplifiedmodel omits several known features of the BMP
pathway, such as variations in the sequence of binding reactions
(Gilboa et al., 2000; Rosenzweig et al., 1995; Ventura et al.,
1995), the hexameric nature of actual signaling complexes,
and the roles of other BMP regulatory factors. These features
likely play important biological roles (e.g., controlling the ampli-
tude and spatiotemporal dynamics of signaling) that should be
considered in models of specific biological processes. However,
incorporation of these additional features in the model does not
change the types of input-output computations examined here
(STAR Methods).

Archetypal Functions Define the Range of Response
Profiles
To explore the range of integration modes produced by the
model, we computed the input-output behavior of the system
for 100,000 random parameter sets (Figure S4A). The model
produced a repertoire of computational response profiles, which
included additive, ratiometric, and imbalance detection. Tomore
quantitatively characterize this repertoire, we defined two fea-
tures that together capture key aspects of the shape of the
response profiles (Figures S4B–S4D). First, we defined the rela-
tive ligand strength (RLS) to quantify the asymmetry in pathway
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complexes (fifth row), as described in the text. Only a subset of possible complexes is shown for simplicity. Colored lines highlight interactions involved in the

formation of a single signaling complex, with corresponding parameters indicated.

(B) Reactions (left), corresponding steady-state equations (right), and the equation for the total response (bottom) for the model.

(C) With 2 ligands and 2 variants of each receptor type, the model produces a variety of different signal-processing behaviors. Each point represents the behavior

of one randomly chosen parameter set. The x axis represents the type and strength of interference between the ligands, from antagonism (negative values) to

synergy (positive values). The y axis represents the relative strength of the two ligands individually, as defined in Figure S4B and STARMethods. Most parameter

sets generate computations that fall within a triangular region, while some show more extreme phenotypes. The four archetypal computations, shown in (D)–(G),

are indicated by colored dots.

(D–G) The four archetypal computations (additive, [D]; ratiometric, [E]; imbalance, [F]; and balance, [G]) are shown (top) together with corresponding profiles

showing pathway activity as a function of ligand ratio, as in Figures 2F–2H (bottom). Colors indicate normalized response strength.

See also Figures S4 and S5.
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Case Study 3: Signal encoding
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• Two features are used to assess signalling 
computation and response profiles across 
100.000 parameter sets.  
— Relative ligand strength to quantify 
asymmetry in signalling (activity ratio btw weaker 
and stronger ligands, equal =1, asymmetry = 0). 
— Ligand interference coefficient (+ or - 
interactions) 
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• The 4 computational modes arise through 
the interplay between different binding 
affinities (allowing competition for L/R 
binding) and existence of different complex 
activities. 

Case Study 3: Signal encoding

Y.E. Antebi et al. and M.B. Elowitz. Cell 170, 1184–1196 (2017)

distinct response profiles for the same ligands. To test this
hypothesis, we compared the response of NMuMG cells to
E14 mouse embryonic stem (ES) cells, which express less
BMPR2 and ACVR1 andmore ACVR2B (Figure 6B). As a control,
we also analyzed NIH 3T3 fibroblasts, which had similar receptor
expression to NMuMG cells (Figure 6B). The ES cells indeed
exhibited different response profiles than NMuMG for the same
ligands (Figures 6C–6E and S7A). Most strikingly, BMP4 and
BMP9 integrated in an additive fashion in NMuMG and NIH
3T3 but showed the balance detection archetype in ES cells (Fig-
ure 6C). Other ligand pairs were also integrated similarly in NIH

3T3 and NMuMG but differently in ES cells (Figures 6D and
6E). Together, these results show that cell lines differ qualitatively
in their ligand integration modes and in a manner that correlates
with their receptor expression profiles, as predicted by the
model. Furthermore, these results also validate the model
prediction of balance detection (Figure 4G).

Reprogramming Response Profiles by Direct
Manipulation of Receptor Expression Levels
Finally, to test whether changes in receptor expression are suffi-
cient to reprogram computations, we directly perturbed receptor
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Figure 5. The Four Computational Archetypes Arise through the Interplay between Interaction Affinities and Complex Activity
Representative parameter regimes producing each of the four archetypes are indicated schematically. Upper andmiddle arrow thicknesses indicate the affinities

KD
ij and KT

ijk , respectively. Lower arrow thicknesses indicate the phosphorylation rate of each signaling complex εijk .
(A) When two ligands are equivalent (similar arrow thicknesses), they combine additively.

(B) When different ligands generate different levels of activity in complex with the same receptors (thin versus thick bottom arrows), the less active ligand (blue)

competitively inhibits the more active ligand (green), leading to ratiometric behavior.

(C and D) Imbalance and balance detection regimes occur when affinity and activity parameters enable ligands to preferentially form less active (C) or more active

(D) complexes, respectively.

(E) For example, in the parameter regime corresponding to the imbalance detection, cells exposed only to a single ligand species (i.e., only blue or green ligands)

produce a mixture of strong and weakly active complexes (left, right), but cells exposed to mixtures of the two ligands predominantly form weakly active

complexes (middle), leading to the imbalance detection behavior.

See also Figure S6.

Cell 170, 1184–1196, September 7, 2017 1191

• Additive: the 2 ligands have ~equivalent 
activities (εi1k ~ εi2k) 

• Ratiometric: signaling complexes from one 
ligand have higher activities than from the other 
(εi1k  εi2k) 

activity generated by the ligands individually. The RLS is defined
as the ratio of pathway activity produced by the weaker ligand to
that produced by the stronger ligand. Second, we defined the
ligand interference coefficient (LIC) to quantify the degree to
which the two ligands positively or negatively synergize (STAR
Methods). The LIC is defined by the deviation of pathway activity
in mixed ligand environments beyond the range of the responses
in single ligand environments.

When plotted in this two-parameter phenotypic space, the
simulated systems occupied a continuous region that loosely
conformed to an inverted triangle (Figures 4C and S4E). Two
vertices of the triangle strikingly resembled the ratiometric and
imbalance detection functions observed experimentally (cf. Fig-
ures 2C–2E and Figures 4D–4F). The third vertex, occurring for
ligandswith aRLSof 1 and apositive LIC, represented a newpre-
dicted behavior, which we termed ‘‘balance detection,’’ because
it shows a maximal response when both ligands are present at a
specific ratio. All other functions, including the additive interac-
tion at RLS = 1, LIC = 0 (Figure 4C, top middle), interpolated
between these three archetypal functions (Figure S4E) (Hart
et al., 2015; Tendler et al., 2015). The archetypal functions identi-
fied here differ from standard Boolean logic, since they depend
asymptotically on ligand ratios, rather than absolute concentra-
tions (STAR Methods). These conclusions remain qualitatively
similar if one considers a finite extracellular volume (STAR
Methods; Figures S5A and S5B). This analysis provides an intui-
tive way to understand the distribution of response profiles.

To better characterize the distribution of response profiles, we
quantified the percentage of occurrences of each response type
in regions around each of the archetypal responses (Figures S5C
and S5D). All archetypal behaviors occurred, regardless of
whether parameters were chosen from a full range of values or
restricted to a biologically relevant range (STARMethods). How-
ever, parameters in the biological range showed enrichment for
the additive, balance detection, and imbalance detection
response profiles (Figure S5E). We further note that natural
biological parameters could have been selected by evolution
for functionality, including the ability to generate balance or
imbalance detection. Together, these results show that this min-
imal model can generate the full range of observed response
profiles for biologically reasonable parameter values.

Complex Response Profiles Emerge from the Interplay
of Receptor-Ligand Affinities and Activities
We next asked how the archetypal ligand integration modes
arise within the model. To do so, we analyzed the corresponding
parameter regimes in more detail (Figure S6). As expected, addi-
tive responses occur when the two ligands are approximately
equivalent, forming signaling complexes with similar phosphory-
lation activities (εi1k ! εi2k ; Figures 5A and S6A). By contrast,
ratiometric behaviors occur when signaling complexes contain-
ing one ligand have higher activities than those containing the
other ðεi1k # εi2kÞ, such that a weaker ligand competitively
inhibits activation by the other, stronger ligand (Figures 5B and
S6B). Imbalance detection occurs when each receptor preferen-
tially binds to a distinct ligand with which it forms a less active
signaling complex (Figures 5C and S6C). When only one type
of ligand is present, it can bind both receptors, forming signaling

complexes with both higher and lower activity. When both
ligands are present, the affinity preferences cause ligands and
receptors to self-sort and predominantly form less active
signaling complexes, reducing total pathway activity (Figure 5E).
Finally, balance detection occurs through a similar mechanism,
except that the relative affinities are reversed, favoring formation
of more active signaling complexes when both ligands are pre-
sent (Figures 5D and S6D).
A critical feature of the model is that the overall activity of the

pathway depends not only on how much of each ligand is com-
plexed with receptors but also on how that ligand is distributed
across the range of distinct possible receptor complexes. In the
model, simply changing the activities of the complexes can result
in completely different response profiles (Figures S4F and S4G).
As a result, addition of a second ligand can change not only the
amount of the first ligand that is bound to receptors but also,
more importantly, the distribution of that ligand across different
potential signaling complexes with distinct activities. This could
explain how two ligands can exhibit similar receptor preferences
but still combine in qualitatively different ways with a third ligand.
Taken together, these results indicate that promiscuous

receptor-ligand binding interactions are sufficient to produce a
diverse repertoire of specific multi-ligand response profiles,
including those observed experimentally. They reveal how the
full functional repertoire can be understood as interpolating
among three archetypal functions (ratiometric, imbalance detec-
tion, and the predicted balance detection function). Finally, they
show how these functions arise through specific relations
between the affinity parameters that control what receptor com-
plexes will form and the activity parameters that control how the
resulting signaling complexes contribute to the cellular
response. Thus, as suggested experimentally, the full spectrum
of observed computations requires only the ability of receptors
and ligands to compete to form a variety of distinct signaling
complexes, and differences in the relative activities of those
complexes. Despite its simplicity, this system allows for remark-
able computational diversity.

Receptor Expression Reprograms Ligand Response
Profiles
Within an organism, different cell types generally express recep-
tors at different levels. Changes in receptor expression could in
principle alter BMP responses in similar, or different, ways
compared to changes in ligand concentrations. To gain insight
into the possible role of receptor expression in pathway compu-
tations, we varied receptor expression levels in the model while
holding the biochemical parameter values (KD

ij , K
T
ijk , εijk ) fixed. We

repeated this analysis for different biochemical parameter sets.
In these simulations, some biochemical parameter sets pro-
ducedonly a limited rangeof ligand integrationmodes (Figure 6A,
left), while others were more versatile, capable of generating a
diverse range of computations as receptor expression levels
were varied (Figure 6A, right). The existence of such versatile
parameter sets in the model suggests the hypothesis that
different cell types, by expressing different receptor profiles,
might compute different responses to the same ligands.
If the BMP pathway exhibits and utilizes such versatility, cell

lines with different receptor expression profiles could show
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distinct response profiles for the same ligands. To test this
hypothesis, we compared the response of NMuMG cells to
E14 mouse embryonic stem (ES) cells, which express less
BMPR2 and ACVR1 andmore ACVR2B (Figure 6B). As a control,
we also analyzed NIH 3T3 fibroblasts, which had similar receptor
expression to NMuMG cells (Figure 6B). The ES cells indeed
exhibited different response profiles than NMuMG for the same
ligands (Figures 6C–6E and S7A). Most strikingly, BMP4 and
BMP9 integrated in an additive fashion in NMuMG and NIH
3T3 but showed the balance detection archetype in ES cells (Fig-
ure 6C). Other ligand pairs were also integrated similarly in NIH

3T3 and NMuMG but differently in ES cells (Figures 6D and
6E). Together, these results show that cell lines differ qualitatively
in their ligand integration modes and in a manner that correlates
with their receptor expression profiles, as predicted by the
model. Furthermore, these results also validate the model
prediction of balance detection (Figure 4G).

Reprogramming Response Profiles by Direct
Manipulation of Receptor Expression Levels
Finally, to test whether changes in receptor expression are suffi-
cient to reprogram computations, we directly perturbed receptor
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Figure 5. The Four Computational Archetypes Arise through the Interplay between Interaction Affinities and Complex Activity
Representative parameter regimes producing each of the four archetypes are indicated schematically. Upper andmiddle arrow thicknesses indicate the affinities
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ij and KT

ijk , respectively. Lower arrow thicknesses indicate the phosphorylation rate of each signaling complex εijk .
(A) When two ligands are equivalent (similar arrow thicknesses), they combine additively.

(B) When different ligands generate different levels of activity in complex with the same receptors (thin versus thick bottom arrows), the less active ligand (blue)

competitively inhibits the more active ligand (green), leading to ratiometric behavior.

(C and D) Imbalance and balance detection regimes occur when affinity and activity parameters enable ligands to preferentially form less active (C) or more active

(D) complexes, respectively.

(E) For example, in the parameter regime corresponding to the imbalance detection, cells exposed only to a single ligand species (i.e., only blue or green ligands)

produce a mixture of strong and weakly active complexes (left, right), but cells exposed to mixtures of the two ligands predominantly form weakly active

complexes (middle), leading to the imbalance detection behavior.

See also Figure S6.
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• If only 1 ligand it signals from both receptors 
• If 2 ligands, sorting among different receptors and lower total signalling

1 ligand 1 ligand2 ligands
• Imbalance: each receptor preferentially binds to a 

distinct ligand with which it forms a less active 
complex 

• Balance: each receptor preferentially binds to the 
ligand with which it forms a more active complex 
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• Different cell types exhibit different 
computations. 

• Receptors are expressed at different 
levels in different cell types.  

• Receptor expression levels control 
computation in silico: 
— change R levels while fixing parameters 
constant. Some parameters produce few 
integration modes (left), while others are 
more versatile and generate different 
computations (right). 
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Figure 6. Receptor Expression Controls Computations
(A) Comparison of two simulated biochemical parameter sets (see Table S5 and STARMethods for parameter values). For each set, multiple receptor expression

profiles are plotted (individual dots). Dot color indicates the most similar archetype (cf. Figure 4C). For one parameter set (non-versatile, left), receptor expression

only weakly affected computation. For the other parameter set (versatile, right), variation in receptor expression generates the full range of possible computations.

(B) BMP receptor expression profiles for three cell lines. Bars indicate expression levels of each receptor (fragments per kilobase of transcript per million mapped

reads [FPKM]). Error bars represent SD of three independent biological replicates.

(C–E) Computation correlates with receptor expression pattern for three ligand pairs: BMP4-BMP9 (C), BMP4-GDF5 (D), and BMP4-BMP10 (E). Each column

shows the response to the indicated pair of ligands for each cell line. Note the qualitative change in function between mouse embryonic stem cells (mESCs;

bottom) and the other cell lines. Line colors refer to the closest archetype (cf. Figure 4C).

(F–H) Perturbing receptor expression level reprograms computations in NMuMG cells for the three ligand pairs: BMP4-BMP9 (F), BMP4-GDF5 (G), and BMP4-

BMP10 (H). Wild-type cells (black points) were compared to cells with perturbed receptor expression (white points). Specific receptor perturbations are indicated

next to each line, with up and down arrows indicating overexpression and siRNA, respectively.

In (C)–(H), error bars indicate SD of at least 3 replicates.

See also Figure S7 and Tables S3–S5.
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Figure 6. Receptor Expression Controls Computations
(A) Comparison of two simulated biochemical parameter sets (see Table S5 and STARMethods for parameter values). For each set, multiple receptor expression

profiles are plotted (individual dots). Dot color indicates the most similar archetype (cf. Figure 4C). For one parameter set (non-versatile, left), receptor expression

only weakly affected computation. For the other parameter set (versatile, right), variation in receptor expression generates the full range of possible computations.

(B) BMP receptor expression profiles for three cell lines. Bars indicate expression levels of each receptor (fragments per kilobase of transcript per million mapped

reads [FPKM]). Error bars represent SD of three independent biological replicates.

(C–E) Computation correlates with receptor expression pattern for three ligand pairs: BMP4-BMP9 (C), BMP4-GDF5 (D), and BMP4-BMP10 (E). Each column

shows the response to the indicated pair of ligands for each cell line. Note the qualitative change in function between mouse embryonic stem cells (mESCs;

bottom) and the other cell lines. Line colors refer to the closest archetype (cf. Figure 4C).

(F–H) Perturbing receptor expression level reprograms computations in NMuMG cells for the three ligand pairs: BMP4-BMP9 (F), BMP4-GDF5 (G), and BMP4-

BMP10 (H). Wild-type cells (black points) were compared to cells with perturbed receptor expression (white points). Specific receptor perturbations are indicated

next to each line, with up and down arrows indicating overexpression and siRNA, respectively.

In (C)–(H), error bars indicate SD of at least 3 replicates.

See also Figure S7 and Tables S3–S5.
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• Receptor expression levels affect 
computation in vivo: additive to radiometric 
or vice versa, imbalance to additive. 

Case Study 3: Signal encoding

Y.E. Antebi et al. and M.B. Elowitz. Cell 170, 1184–1196 (2017)
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phosphorylate SMAD1/5/8 effector proteins (as well as non-ca-
nonical targets) to regulate downstream genes. Although ligands
differ in the type I and type II receptors that they bind and signal
through (David and Massagué, 2018; Shimasaki et al., 2004),
receptor preferences as currently understood cannot explain
key functional differences between ligands. For instance,
BMP9 and BMP10 exhibit similar preferences for some recep-
tors (David et al., 2007) but behave non-equivalently, as dis-
cussed above (Chen et al., 2013). Moreover, BMP receptors
are expressed in combinations (Figure 1B), compete with one
another for binding to ligands, and generate complex functional
responses to ligand combinations, all of which make it difficult to
predict the distribution of signaling complexes and thereby the
overall pathway activity, from qualitative affinity preferences
alone (Antebi et al., 2017).
To address these issues, we sought to map the combinatorial

effects of ligands and, more specifically, to identify groups of
ligands that function equivalently, across different cell contexts.
We define two ligands as equivalent (interchangeable) if they
exhibit similar individual activation strengths and interactions
with all other ligands. (Analogous to the convention for drug
interactions, we will use the term ‘‘ligand interactions’’ to refer
to non-additive responses to ligand combinations, without
implying direct molecular interaction between the ligands.) To
determine ligand equivalence in a given cell context, we can
measure responses to BMP pairs and cluster ligands into
‘‘equivalence groups’’ based on the similarity of their pairwise
interactions (Figure 1C). Repeating these measurements in
different cell types can further reveal how equivalence groups
vary between developmental contexts. Although previous work
identified pairwise responses among a few BMPs, the full set
of pairwise interactions is necessary to determine this equiva-
lence structure. (Ligand equivalence groups, which are defined
here, are distinct from equivalence groups in development,

which describe groups of cells with the same fate potential
[Greenwald and Rubin, 1992].)
This approach was inspired by previous work showing that

pairwise analysis of mutations can efficiently reveal the structure
of gene modules and protein functions (Costanzo et al., 2016;
Schwikowski et al., 2000; Segrè et al., 2005) and that pairwise
analysis of antibiotics can similarly classify them into groups
with similar biochemical mechanisms of action (Yeh et al.,
2006). In these studies, clusters of genes or drugs are defined
by patterns in phenotypic, pairwise responses and are shown
to emerge from underlying features of the interacting compo-
nents. Similarly, in the case of BMP signaling, we reasoned
that equivalence groups could emerge from subtle or unknown
differences in the biochemical properties of different ligands.
Equivalence groups could thus empirically distill the functional
consequences of unknown parameters, constrain mathematical
models of underlying components and interactions, and provide
a useful framework for classification and prediction.
Here, we analyzed pairwise combinations of ten of the best-

characterized BMP ligands across multiple receptor contexts.
This analysis classifies the ten ligands into a smaller number of
equivalence groups. Further, we show that these equivalence
groups reorganize depending on the receptor expression profile
of the signal-receiving cell, helping to explain context-dependent
effects in development. Finally, to understand how the observed
combinatorial ligand responses could emerge from underlying
molecular features of the pathway, we fit the full data set to a
simplified mathematical model of competitive ligand-receptor
interactions. This analysis shows how contextual, combinatorial
BMP responses can emerge from the interplay between the af-
finities that govern signaling complex formation and the specific
phosphorylation activities of the resulting complexes. Together,
these results reveal the combinatorial and contextual logic of
BMP signaling and provide a framework for understanding other

Figure 1. BMP ligands can be classified by
their pairwise interactions
(A) BMP ligands (colored petal shapes) bind type I

and type II receptors to form signaling com-

plexes. Active signaling complexes phosphorylate

SMAD1/5/8 transcription factors, which trans-

locate to the nucleus to activate endogenous gene

targets. Promiscuous ligand-receptor interactions

enable the formation of a wide variety of potential

signaling complexes. The dimeric nature of the

ligands allows each to recruit up to two type I and

two type II receptors simultaneously.

(B) Bulk RNA-seq data sets of various mouse

tissues, compiled in Lachmann et al. (2018), show

that BMP ligands, type I receptors, and type II

receptors are often expressed (i.e., Kallisto pseu-

docounts > 0) as combinations (i.e., 2 or more).

(C) Systematic measurements of individual and

pairwise responses (left) can cluster BMP ligands

(middle) into equivalence groups (right). Ligands in

the same equivalence group interact in similar

ways (synergistic, additive, antagonistic, or sup-

pressive) with other ligands and have the same

individual strength.
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• Sensitivity to absolute and relative concentrations. 
• This increases the robustness to variations that affect all 

ligands in a correlated way (cell surface/cell size or shape, 
ligand accessibility, etc) 

• Computation is integrated with ligand sensing, and emerges 
because of decoupling between binding and activity. 

• Computational plasticity: can be tuned eg. by receptor levels. 

• Combinatorial signal encoding has following properties:  

Su et al., and YE. Antebi, MB. Elowitz Cell Systems 13, 408–425 (2022)
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In brief
Many signaling pathways comprise sets

of ligand and receptor variants that
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modeling and experiments with the BMP
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allow ligand combinations to selectively

activate, or ‘‘address,’’ individual cell

types or groups of cell types based on

their combinatorial receptor expression

profiles.
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These interactions allow ligand combinations to selectively activate, or 
‘‘address,’’ individual cell types or groups of cell types based on their 
combinatorial receptor expression profiles. 
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Case Study 4: Cell-Cell adhesion code

CAM/CAM (adhesion code):  
how to encode self-organisation of shapes from few 100 Cell Adhesion Molecules
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• Interpret cellular affinities in terms of molecular structure and organisation

• Specificity: correspondance and mutual fitting between 2 properties 
   Can be resolved in terms of molecular theory

Thomas LECUIT   2024-2025

THE PROBLEM OF SPECIFICITY IN GROWTH AND
DEVELOPMENT*

PAUL WEISS

Introduction: Biological Specificity
The frequency with which such terms as specificity, selectivity,

conformity, correspondence, etc., appear in biological literature is
ample proof that they denote a universal and fundamental trait,
running like -a common theme through all manifestations of life.
Yet, they are used with so many different shades of meaning and
degrees of precision that it is impossible to tell whether the various
phenomena to which they are applied bear a purely formal resem-
blance to each other or whether there is essentially a single principle
in back of them all. A random list of examples will illustrate the
case. We describe as "specific" the absorption by certain compounds
of certain wave lengths of light; the relation between enzymes and
their substrata; the matching between egg and sperm; the action of
a hormone on its end organ; the effect of genes on characters of
development; the association between a parasite and its host; the
immunological response to a foreign protein; the adequate response
of our nervous system to a given stimulus; the acts of recognition
and evaluation, which characterize our highest mental functions.
What do these various "specificities" have in common? Are they
merely superficial parallels, or does one or the other of them perhaps
contain the key to the rest so that specificity in all manifestations of
life could be resolved to a single operative principle?

It may be too early to attempt an answer to this question, but it
does not seem too early to ask it. Therefore, let us take a closer look
at relations and activities in growth and development which we
commonly describe as "specific," and examine to what extent their
specific character might be explicable in terms of better known and
better understood specificities at other biological, or preferably sim-
pler physical and chemical, levels. In particular, let us explore the

* From the Department of Zoology, University of Chicago. The present paper
is an expanded version of an address given at a symposium on "Specificity" of the
Society for the Study of Development and Growth held on 24 July 1945.
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pertinence of the model of serological specificities as a model of
developmental processes, inasmuch as recent studies in immuno-
chemistry have brought those specificities within our grasp.16 Per-
haps, the study of growth and development could then profit from
this faster advance of one of its biological sister lines.

But let us first clarify what biologists mean when they speak of
"specificity." In its common connotation, the term refers to that
relation between 'two systems which enables members of one system
to exert a discriminnative effect upon certain members only of the
other; it implies selectivity of action and reaction even in the absence
of separate channels from the acting to the reacting members. A
chemical that bathes all tissues, but affects some of them with dis-
proportionately greater potency than others, will be considered as
specific for the affected tissues in that sense. By definition, selectivity
is the faculty of a process or of a substance to activate, to alter the
state of, or to combine with, certain elements in preference to, and to
the exclusion of, other elements of the same system. The basic cri-
terion of selectivity, therefore, is the correspondence and mutual
fitting between two properties. Primarily, the term specificity applies
to this correspondence, and to neither of the interacting systems as
such. By custom, however, it has acquired a secondary meaning
signifying those properties of each system which make selectivity of
interaction possible.

Resonance is one simple model of selectivity. Here the speci-
ficity is based on time charcteristics. The example of fitting keys
and locks illustrates specificity of relations based on spatial corre-
spondence. And if we analyze all conceivable types of specificity, it
would seem that all can be resolved into characteristic patterns of
time or space. Selectivity shows different degrees of sharpness, the
intensity of the response falling off more or less steeply from a peak,
which marks the point of best- correspondence. In these days of radio
communication, we need hardly stress the fact that selectivity is a
matter of degree. It is important, however, to point out that the
degree of selectivity need not be entirely a fixed constitutional prop-
erty but can often be sharpened as a result of adaptation of the
responding system to repeated or lasting exposure to a stimulus of
constant configuration.

Perfunctory and incomplete as this definition of specificity is, it
will do for the purpose of our further discussion. In the indicated
sense, specificity is perhaps the most fundamental attribute of life
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380 Malcolm S. Steinberg

directed m ovem en ts, t he differen t cell t ypes in a com posit e
aggregat e are sorted ou t in to dist inct homogeneous layers,
t he st rat ificat ion of wh ich corresponds to the norm al germ
layer arrangem en t . The t issue segregat ion becom es com -
plet e because of the em ergence of a select ivit y of cell adhe-
sion . . . .’’ (p. 116).
Although som e recent accounts of th is subject at t ribu te

to Holt freter the view that ‘‘t issue affinit ies’’ arise from
intercellu lar adhesive select ivity, h is actual views of the
m at ter, although quite am bivalen t , leaned in a differen t di-
rect ion . In a 1966 art icle on ‘‘Cellu lar Affinity’’ he wrote,
‘‘. . . it has been postu lated that in order to account for
the t issue-specific direct iveness of m ovem ents both in the
embryo and in the reaggregates one must assum e the exis-
tence of gradien ts of som e kind to which the innately m o-
bile cells react differen t ly’’ (Holt freter, 1966). In discussions
with the writer in the 1970s, he cont inued to favor an origin
in som e sort of directed m igrat ion .

Molecular Recognit ion at Cell Surfaces
Paul Weiss compared Holt freter’s t issue affinit ies with

the select ive associat ions evident am ong neurons and,
drawing upon a line of reasoning relat ing cell –cell adhesion
to ant igen –ant ibody binding, in it iated by Jacques Loeb
(1922) and ‘‘t raceable to Ehrlich ,’’ offered an explanat ion
for select ive cell adhesion in term s of the in terlocking of
sterically complem entary m acromolecules in and associ-
ated with the cell surfaces (Fig. 2; Weiss, 1941, 1947). Albert

FIG. 2. ‘‘Sligh t ly m odified reproduct ion of a diagram used pre-Tyler expressed sim ilar ideas (reviewed in Steinberg, 1958).
viously [Weiss, 1941] to explain select ive adhesion and non-adhe-
sion among cells in term s of m olecular configurat ions along the
contact surfaces. The key molecules, which num erically perhapsSelect ive and Nonselect ive Cell Adhesion
const itu te only a sm all fract ion of the surface populat ion , are sym -

Townes and Holt freter (1955, p. 111) wrote, ‘‘It appears bolized as bars with characterist ically shaped ends. The assumpt ion
that the factors m aking for indiscrim inate and select ive cell is that two complem entarily shaped molecules m eet ing in proper
adhesion m ay be present sim ultaneously and that it requires orien tat ion will becom e linked by in term olecular forces, which
a prolonged contact between heterologous t issues to bring thus becom e forces of at tachm ent between the two cont iguous

system s. Propert ies of the sort required in our m odel are commonlyforth the select ive component of adhesion .’’ Sim ilar views
associated with proteins, or combinat ions of proteins with lipidswere expressed by Weiss (1950, p. 183), Curt is (1960, pp.
and other substances.’’ (From Weiss, 1947.)48 –51), and Moscona (1962, p. 67) and discussed in greater

detail elsewhere (Steinberg, 1964). Curt is (1960, 1961), seek-
ing an explanat ion for the inside/outside st rat ificat ion of
segregat ing cells in m ixed cell aggregates, at t ribu ted by Hol-
t freter to directed cell m igrat ion , suggested that it resu lted the differen t pathways of cell segregat ion expected if the

segregat ing cells are guided by directed m igrat ion in radialfrom differences in the rate at which cells of differen t k inds
recover from surface alterat ions induced by cell dissocia- diffusion gradien ts of chemotact ic substances, by differ-

ences in in tercellu lar adhesive in tensit ies or according tot ion . This becam e known as the ‘‘t im ing hypothesis.’’
Curt is’ ‘‘t im ing’’ m echanism . The sort ing pathway actually
observed was the one predicted for differen t ial adhesivenessBehavioral Tests for Underly ing Princip les (Steinberg, 1962c). The answer was the sam e for every situa-
t ion exam ined (Steinberg, 1962b,c,d, 1963b, 1964, 1970),In order to obtain evidence capable of dist inguish ing

among directed m igrat ion , differen t ial adhesion , and ‘‘t im - leading to the form ulat ion of the ‘‘differen t ial adhesion hy-
pothesis’’ (DAH), which t races these m orphogenet ic phe-ing’’ as alternat ive possible m echanism s responsible for pro-

gressive cell st rat ificat ion with in m ixed aggregates, a series nom ena of living cell populat ions to t issue in terfacial free
energies arising from cellu lar adhesive in teract ions.of situat ions were cont rived in which each putat ive guiding

m echanism would be expected to bring about it s own As set forth by the DAH (Steinberg, 1963b, 1964, 1970), the
sorting out of interm ixed embryonic cells and the envelop-unique pat tern of cell or t issue behavior. Figure 3 depict s

Copyright q 1996 by Academ ic Press, Inc. All righ ts of reproduct ion in any form reserved.
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SIGNIFICANCE OF THE CELL MEMBRANE 
IN EMBRYONIC PROCESSES 

BY JOHANNES HOLTFRETER” 
Biology Department, C‘nirersity of Rorhestrr, Rochesttr, X. Y. 

VIDEKCE of the embryological significance of the cell nienibrane E may be derived froni a consideration of this structure in connec- 
tion with the following phenomena: cellular permeability, amoeboid ino- 
tility, morphogenetic movements, cytoplasniic division, selective ad he- 
siveness, cell polarity, and cellular differentiation. It is clear that  such a 
wide range of phenomena cannot be discussed exhaustively within the 
fraiiie of the present review. The aim of this paper is, therefore, t o  give 
not more than a tentative synopsis of the embryological functions of the 
cell nienibrane and to  discuss the physico-chemical and physiological 
properties of this structure only as they may serve this purpose. This 
paper will mainly be concerned with observations on amphibian develop- 
ment, although i t  is realized that  some of the phenomena t o  be touched 
upon have been inore thoroughly investigated in other foriiis, such as 
the echinoderms. The discussion will include nunierous unpublished ob- 
servations. 

Functions of the Coat in  the ,4mphibian Egg 
Plrysico-Chemical Properties of the Coat. The array of protective en- 

velopes investing a fertilized amphibian egg reseiiibles that  described for 
the sea urchin egg by Chanibers (1938, 1940). Apart froni the external 
gelatinous layers and the vitelline nienibrane, the amphibian egg and its 
subsequent stages are covered by a filni, or coat, which is firmly attached 
to  the underlying cell iiieinbrane and which seetiis to  be coinparable to  
the hyaline layer in echinoderni eggs. The integrity of the coat requires 
the presence of small amounts of calcium in the ininiersion fluid (Holt- 
freter, 194%). Amphibian embryos which are placed in an isotonic solu- 
tion lacking calcium ions fall apart into single cells, and A mucilaginous 
substance passes into solution. Similar mucus forniation and rlisaggrega- 
tion occur when the pH of the balanced salt solution is raised above 9.6 
or lowered below 4.2, or when solutions of sodium citrate or oxalate are 
applied. h s  in the case of disintegrated echinoderni blastonieres, the ain- 
phibian cells reaggregate and survive the treatment if, withina restricted 
period, calcium is restored to the external niediuni. A new coating sub- 
stance niay be secreted by the outerniost surface of the ectodernial and 
endodermal cells. 

* In dedicating this paper to Professor K. von Frisch, I am expressing m y  great admiration for his 
scientific work, and my indebtedness to him for the inspiration and kind assistance I received while 
I was a member of his former Zoological Institute a t  Munich. 
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• Cell surface selective adhesiveness underlies cell clustering during development 
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(and coincidentally) provide all the
conditions required, in an artificial mix-
ture of cells, for sorting out to occur,
and for its morphological result to
imitate the anatomy normally produced
by mass tissue movements. The foun-
dation for such a thermodynamic anal-
ysis, like much of the empirical ground-
work upon which it rests, was laid by
Holtfreter (32), whose treatment of the
subject has been discussed separately
(33).

Our recognition of the organization
which is everywhere present in the liv-
ing world has played a prominent role
in the development of our biological
concepts. It is not surprising that ap-
parent meaningfulness or complexity
in the design and functioning of organ-
isms should have led us to assign cor-
responding attributes to the mechanisms
governing the functioning and the de-
sign. Yet, as knowledge has grown,
complex explanations have had a way
of succumbing to relatively simpler
ones. Thus, overt vitalism is gone from
the scene. Organic molecules, it later
developed, could be synthesized by the
chemist after all. Proteins were not so
simple as to preclude the possibility of
their functioning as enzymes; nor was
DNA, at a later stage, too simple to
provide the vast stores of "informa-
tion" for which the proteins, now rec-
ognized to be complex, might have
seemed a more fitting receptacle.

While the adaptedness brought about
through evolution appears complex, the

adaptiveness which makes evolution
possible is born of simplicity. The en-
tire genetic code (and more) is ex-
pressible with an alphabet containing
only four elements. It would appear
that a not inconsiderable amount of
the "information" required to produce,
through morphogenetic movement, the
anatomy of a body part may be ex-
pressed in a code whose sole element
is quantity: more versus less. There is,
I think, reason to expect that as more
realms of biological specificity yield to
analysis, their most impressive feature
may be the simplicity of the terms in
which specificity-information, if you
will-can be expressed (34).
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somewhat different anyhow. After that,
I make some observations on revolu-
tions in physics as far as the underlying
mathematics is concerned. And, finally,
I make some remarks on so-called
"foundation crises" in mathematics,
which may be viewed as a kind of rev-
olution, and especially on a major crisis
of this kind which is presumed to have
taken place in the 5th century B.C.
Kuhn, in his investigations into the

nature of revolutions in science, ana-
lyzes both the inward ontological and
epistemological nature of such revo-
lutions and the psychological and be-
haviorist attitudes, resistances, and re-
sponses of practitioners of science, be-
fore, during, and after a revolution.
Kuhn finds that revolutions in science
are mostly internal revolutions, brought
about by some scientists and then
forced by the initiators on the scientific
community at large. There is even an
implied suggestion that, in the begin-

SCIENCE. VOL. 141

(and coincidentally) provide all the
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(33).
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CURRENT PROBLEMS IN RESEARCH

Reconstruction of Tiss
by Dissociated C

Some morphogenetic tissue movements and the sc
out of embryonic cells may have a common explan.

Malcolm S. Ste

How is the structure of a multicel-
lular animal generated? In the broadest
terms, we can distinguish three kinds
of developmental processes: growth,
differentiation, and morphogenesis. The
developing organism multiplies its cells
and increases its mass. The emergent
parts become different-different from
what they were before and different
from one another. And the differen-
tiating parts bend inward or outward,
expand, contract, disperse, condense,
fuse, separate, elongate, even perish,
and otherwise rearrange themselves in
the process of constructing the animal.
But what are the mechanisms which
elicit and orient these tissue movements
of morphogenesis?

Background of the Problem

Early workers envisioned the tissue
movements as resulting from pressures
or other inhomogeneities in the imme-
diate environment, but a considerable
body of evidence has meanwhile been
accumulated to show that the move-
ments are due to intrinsic properties of
the individual tissues themselves. Be-
yond this statement, however, we find

The author is assistant professor in the depart-
ment of biology at Johns Hopkins University,
Baltimore, Md.
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ourselves in an area
the character of thes
ties has not been secu
established. A crack
rounding this proble
early. H. V. Wils
1907, that the cells
obtained by squeezini
the meshes of fine,
could reunite, and t]
tained in this way
themselves into funct
The manner in whi
tion was effected ren
cal. Wilson continue
that a considerable a
entiation and rediffer
and that cells alterei
characteristics to cc
newly established er
other workers (3)
demonstrated the rec
sist, in large measur
of the various typ
coming again -to occi
haunts in the body c
difficulty lay in the
nent and recognizabl
which one could acc
and follow the vari
during the process o

In the meantime,
laid the foundation
embryology, a four

SCIENCE

cluded the concepts of the selection of
paths by outgrowing nerves and of the
specificity of nerve-end organ connec-
tion, and which was ably extended and
built upon by the researches of P.

ues Weiss, Hamburger, and others (see 5).
A second discovery of major impor-

,ells tance appeared against this background
in 1939. Holtfreter, working with care-
fully defined tissue fragments from

)rting young amphibian embryos, found that

ation. these fragments showed marked prefer-
ences in their adhesive properties.
These preferences were correlated with

inberg their normal morphogenetic functions.
For example, ectoderm and endoderm,
isolated from a gastrula, would adhere
to each other much as they do at the
same stage in vivo. In time, however,

of uncertainty, for these two tissues would separate from
;e intrinsic proper- one another, an event which occurs in
[rely and rigorously the embryo as well. This separation is
c in the shell sur- accomplished, in normal development,
Dm appeared very by the penetration of the mesoderm be-
on discovered, in tween the ectoderm and endoderm.
, and cell clusters Mesoderm incorporated along with the
g a sponge through isolated ectoderm and endoderm was
silk, bolting cloth indeed found to bind the latter two
hat aggregates ob- tissues together in a permanent union
could reconstitute in vitro as it does in vivo. Further-
tional sponges (1). more, when the tissues were present in
ch this reconstitu- the right proportions, the ectoderm
nained problemati- would take up an external position and
-d to maintain (2) the endoderm an internal position, with
mount of dediffer- the mesoderm spread out in between,
entiation occurred, duplicating in the culture vessel not
d their cytological only the associations but also the ana-
)nform with their tomical relations which exist in the
ivironments, while embryo. An impressive array of simi-
believed they had lar results with these and other tissues
sonstitution to con- (6) led Holtfreter to frame the concept
e, of a sorting out of "tissue affinities" to describe these
ies of cells, each associative preferences, which he had
upy its accustomed shown to be so closely related to normal
)f the sponge. The morphogenetic events.
absence of perma- A third advance was made by Holt-'
e characteristics by freter in 1944. He found that by sub-
:urately distinguish jecting a fragment of an amphibian
ious types of cells gastrula to an environmental pH of
of reorganization. about 10, he could cause the individual
Harrison (4) had cells to separate and fall away from one
for modern neuro- another, much as Herbst had earlier
idation which in- been able to cause the separation of sea
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early. H. V. Wils
1907, that the cells
obtained by squeezini
the meshes of fine,
could reunite, and t]
tained in this way
themselves into funct
The manner in whi
tion was effected ren
cal. Wilson continue
that a considerable a
entiation and rediffer
and that cells alterei
characteristics to cc
newly established er
other workers (3)
demonstrated the rec
sist, in large measur
of the various typ
coming again -to occi
haunts in the body c
difficulty lay in the
nent and recognizabl
which one could acc
and follow the vari
during the process o

In the meantime,
laid the foundation
embryology, a four

SCIENCE

cluded the concepts of the selection of
paths by outgrowing nerves and of the
specificity of nerve-end organ connec-
tion, and which was ably extended and
built upon by the researches of P.

ues Weiss, Hamburger, and others (see 5).
A second discovery of major impor-

,ells tance appeared against this background
in 1939. Holtfreter, working with care-
fully defined tissue fragments from

)rting young amphibian embryos, found that

ation. these fragments showed marked prefer-
ences in their adhesive properties.
These preferences were correlated with

inberg their normal morphogenetic functions.
For example, ectoderm and endoderm,
isolated from a gastrula, would adhere
to each other much as they do at the
same stage in vivo. In time, however,

of uncertainty, for these two tissues would separate from
;e intrinsic proper- one another, an event which occurs in
[rely and rigorously the embryo as well. This separation is
c in the shell sur- accomplished, in normal development,
Dm appeared very by the penetration of the mesoderm be-
on discovered, in tween the ectoderm and endoderm.
, and cell clusters Mesoderm incorporated along with the
g a sponge through isolated ectoderm and endoderm was
silk, bolting cloth indeed found to bind the latter two
hat aggregates ob- tissues together in a permanent union
could reconstitute in vitro as it does in vivo. Further-
tional sponges (1). more, when the tissues were present in
ch this reconstitu- the right proportions, the ectoderm
nained problemati- would take up an external position and
-d to maintain (2) the endoderm an internal position, with
mount of dediffer- the mesoderm spread out in between,
entiation occurred, duplicating in the culture vessel not
d their cytological only the associations but also the ana-
)nform with their tomical relations which exist in the
ivironments, while embryo. An impressive array of simi-
believed they had lar results with these and other tissues
sonstitution to con- (6) led Holtfreter to frame the concept
e, of a sorting out of "tissue affinities" to describe these
ies of cells, each associative preferences, which he had
upy its accustomed shown to be so closely related to normal
)f the sponge. The morphogenetic events.
absence of perma- A third advance was made by Holt-'
e characteristics by freter in 1944. He found that by sub-
:urately distinguish jecting a fragment of an amphibian
ious types of cells gastrula to an environmental pH of
of reorganization. about 10, he could cause the individual
Harrison (4) had cells to separate and fall away from one
for modern neuro- another, much as Herbst had earlier
idation which in- been able to cause the separation of sea
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• Encoding tissue organisation via cell-cell adhesion energy

Steinberg & Gilbert J. Exp. Zool. 2004, about Townes & Holtfreter J. Exp. Zool. 1955
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Case Study 4: Cell-Cell adhesion code



59
Thomas LECUIT   2024-2025

Differential adhesion hypothesis accounts for cell sorting in vitro

epidermis
neural
plate

100 µm

(A)

(B) [N-cad]=[N-cad] [N-cad]>[N-cad]

Based on D. Duguay, R. Foty and MS. Steinberg. Developmental Biology.  253: 309-323 (2003)

Differential expression 
levels of a Cadherin drives 
cell sorting and 
envelopment behaviour 

Case Study 4: Cell-Cell adhesion code
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Differential adhesion hypothesis accounts for cell sorting

FLUID AFLUID B

VAA

VBB
VAB

0.02 N/m

0.01 N/m

0.008 N/m

0.005 N/m

0.002 N/mneural
retina

liver

heart

pigmented
epithelium

limb bud

Interfacial Energy: It is the amount of 
reversible work to change the surface   
dE = k dS
Surface tension k (N/m):  
— derives from free energy difference 
between interface and bulk. 
— consequence of net inward 
intermolecular force at interface. 

Cell sorting in 3D

Based on R.Foty et al and MS. Steinberg Development 122:1611-1620 (1996)

Case Study 4: Cell-Cell adhesion code
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cone cell

cone cell

pigment cell

pigment cell

photoreceptors

(A) (B)

(D)(C) (E)

E E

E

E

E EN

EN

EN EN

E

E E

EN

EN EN

ENEN

EN

10 µm 10 µm

(A) E-cadherin N-cadherin

(C)

(E)

(D)

(F)

(B)

N-cadherin mutant  wildtype

N-cadherin overexpression  wildtype

Differential adhesion hypothesis accounts for cell sorting: Drosophila retina

T. Hayashi and R. Carthew. Nature.  431:647-652. (2004)

Case Study 4: Cell-Cell adhesion code
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• Chemoaffinity model of nerve routing: Sperry 1963

R.W. Sperry. PNAS  50(4): 703–710 (1963)

CHEMOAFFINITY IN THE ORDERLY GROWTH OF NERVE
FIBER PATTERNS AND CONNECTIONS*

BY R. W. SPERRY
DIVISION OF BIOLOGY, CALIFORNIA INSTITTJTE OF TECHNOLOGY

Communicated July 29, 1963
In early observations on the outgrowth and termination of nerve fibers, it ap-

peared that different fiber types must be guided to their respective end organs and
other connection sites by selective chemical or electrical forces. Explanatory terms
like chemotaxis, chemotropism, galvanotaxis, and neurotropism were commonly
employed by Cajal7 and others early in the century. These selectivity concepts
later came under attack, especially during the 1930's and 40's when the application
of more analytic experimental approaches to the mechanics of nerve growth seemed
to rule out the presence of either chemical or electrical selectivity in favor of a
predominantly mechanical interpretation.347
The numerous examples of apparent selectivity described earlier, as well as the

developmental patterning of the central nerve tracts and fiber systems in general,
we came to believe, were more properly and correctly explained on a mechanical
basis, particularly in terms of the orienting effects of mechanical stresses on tissue
ultrastructures and the resultant formation of submicroscopic systems of mechanical
guide lines in the colloidal matrix of the growing medium.
At the height of this antiselectivity movement I was led, from evidence indirect

and partly behavioral, to postulate again in 1939 a form of chemical selectivity in
nerve growth even more extreme in some respects than in the earlier proposals.
The hypothesis, 18-24 in brief, suggested that the patterning of synaptic connections
in the nerve centers, including those refined details of network organization hereto-
fore ascribed mainly to functional molding in various forms, must be handled instead
by the growth mechanism directly, independently of function, and with very strict
selectivity governing synaptic formation from the beginning. The establishment
and maintenance of synaptic associations were conceived to be regulated by highly
specific cytochemical affinities that arise systematically among the different types
of neurons involved via self-differentiation, induction through terminal contacts,
and embryonic gradient effects.
Coming at a time when "instinctive" was still a disreputable term in most scien-

tific quarters, and when concepts of nerve growth were strongly dominated by the
mechanical theory, this seemed a long shot at first and hardly less wild than some
of the opposing interpretations of the day like the "resonance principle"2' 33
that it was proposed to replace. When tested experimentally, however, study after
study through the 1940's18-24, 29 yielded results that fit nicely. In brief, whenever
central fiber systems were disconnected and transplanted or just scrambled by
rough surgical section, regrowth always led to orderly functional recovery and under
conditions that precluded re-educative adjustments. The functional outcome was
always as if the scrambled fibers somehow unsorted themselves in regeneration and
managed to "home in" on their original and proper central nerve terminals.

It seemed a necessary conclusion from these results that the cells and fibers of the
brain and cord must carry some kind of individual identification tags, presumably
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• Area-code hypothesis: Hood & Dreyer 1977, 1998
Proc. Natl. Acad. Sci. USA
Vol. 95, pp. 9072–9077, August 1998

Review

The area code hypothesis revisited: Olfactory receptors and other
related transmembrane receptors may function as the last digits in a
cell surface code for assembling embryos
William J. Dreyer*
Division of Biology, California Institute of Technology, Pasadena, CA 91125

Edited by Masakazu Konishi, California Institute of Technology, Pasadena, CA, and approved May 27, 1998 (received for review March 9, 1998)

ABSTRACT Recent evidence emerging from several labo-
ratories, integrated with new data obtained by searching the
genome databases, suggests that the area code hypothesis pro-
vides a good heuristic model for explaining the remarkable
specificity of cell migration and tissue assembly that occurs
throughout embryogenesis. The area code hypothesis proposes
that cells assemble organisms, including their brains and ner-
vous systems, with the aid of a molecular-addressing code that
functions much like the country, area, regional, and local por-
tions of the telephone dialing system. The complexity of the
information required to code cells for the construction of entire
organisms is so enormous that we assume that the code must
make combinatorial use of members of large multigene families.
Such a system would reuse the same receptors as molecular digits
in various regions of the embryo, thus greatly reducing the total
number of genes required. We present the hypothesis that
members of the very large families of olfactory receptors and
vomeronasal receptors fulfill the criteria proposed for area code
molecules and could serve as the last digits in such a code. We
discuss our evidence indicating that receptors of these families
are expressed in many parts of developing embryos and suggest
that they play a key functional role in cell recognition and
targeting not only in the olfactory system but also throughout the
brain and numerous other organs as they are assembled.

The area code hypothesis helps explain how chromosomes sculp-
ture living organisms. The DNA contained in the two cells that
will form identical twins is able to choreograph the parallel
development of two strikingly similar individuals through birth
and through all of the stages of their lives. In a favorable
environment, the twins will grow, rearrange their bodies at
puberty, and go through the changes of maturity and aging in
parallel. Even the MRI images of their brains will be strikingly
similar and very different from other brain images. It was
consideration of this extraordinary precision of cell and neural
assembly that originally lead us to propose the area code hypoth-
esis (1). The hypothesis was based on extensive genetic, molec-
ular, and cellular studies of the immune system (refs. 2 and 3; see
also refs. in ref. 1).

Key elements of the hypothesis are the following. 1. Large
multigene families must exist that code for cell surface receptors
providing highly specific cell–cell recognition functions. 2. Re-
ceptors must be used repeatedly in a combinatorial fashion so that
a finite number of genes can provide enough information to
generate the required large number of cellular addresses. 3.
Programmed genetic switching similar in some respects to that
seen during the development of the immune system is assumed to

aid in the complex control of the expression of these address
codes in specific lineages and cells (4). 4. Some classes of cell
surface receptors are assumed to be widely expressed throughout
the organism and code for large regions resembling the country
codes of our telephone dialing system. Other classes of molecules
would be more restricted in expression and are expected to code
for multiple smaller regions of the embryo somewhat compara-
ble, according to this metaphor, with the multiple regions spec-
ified by area codes and regional prefixes throughout the world.
Finally, it is assumed that molecules exist that encode a specific
cellular address comparable with the four digits used to code for
a single, specific telephone in any one of the numerous, distinct
topological regions specified by the earlier codes. Both the
telephone digits and the genes and cell surface receptors that
provide this last part of the code are of course expected to be used
repeatedly in diverse physical locations. Studies in our laboratory
(5–7) and many others (8) have succeeded in identifying a large
number of cell surface molecules that are involved in cellular
interactions and assembly and seem to play a role more or less
analogous to county, area, and prefix codes. However, the
predicted highly specific final part of the code has eluded us until
now.

Data obtained by searching the genome databases have pro-
vided us with evidence suggesting that the very large families of
seven-transmembrane receptors, including the olfactory recep-
tors, may indeed be used in a combinatorial way during the
assembly of many tissues in addition to the olfactory regions. Such
molecules therefore have many of the properties expected for
area code molecules. Experiments are suggested by these results
that can be used to test the validity of the area code hypothesis.

METHODS
Internet GRATEFUL MED (National Library of Medicine; http:!!
www.igm.nlm.nih.gov!) and SCISEARCH (Institute for Scientific
Information; http:!!isanet.com) databases were used for retrieval
of bibliographic information. Large numbers of references in-
cluding abstracts were downloaded into PROCITE 4 (Institute for
Scientific Information) for further searching and analysis locally
as well as for formatting references.

The online resources available through The National Center
for Biotechnology Information (http:!!www.ncbi.nlm.nih.
gov!) include several databases that were used extensively in
this work. The information that is reported in Table 1 was
obtained by searching the dbEST database (Database of Ex-
pressed Sequence Tags) using the text string: olfactory AND
receptor. Six hundred and one hits were returned as of the
2!18!98 update. The information included in Table 1 repre-
sents only a partial list. The quality of the sequence data varied

The publication costs of this article were defrayed in part by page charge
payment. This article must therefore be hereby marked ‘‘advertisement’’ in
accordance with 18 U.S.C. §1734 solely to indicate this fact.

© 1998 by The National Academy of Sciences 0027-8424!98!959072-6$2.00!0
PNAS is available online at www.pnas.org.

Abbreviations: VNO, vomeronasal; dbEST, Expressed Sequence Tags
database.
*To whom reprint requests should be addressed. e-mail: dreyer@
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Review

The area code hypothesis revisited: Olfactory receptors and other
related transmembrane receptors may function as the last digits in a
cell surface code for assembling embryos
William J. Dreyer*
Division of Biology, California Institute of Technology, Pasadena, CA 91125

Edited by Masakazu Konishi, California Institute of Technology, Pasadena, CA, and approved May 27, 1998 (received for review March 9, 1998)

ABSTRACT Recent evidence emerging from several labo-
ratories, integrated with new data obtained by searching the
genome databases, suggests that the area code hypothesis pro-
vides a good heuristic model for explaining the remarkable
specificity of cell migration and tissue assembly that occurs
throughout embryogenesis. The area code hypothesis proposes
that cells assemble organisms, including their brains and ner-
vous systems, with the aid of a molecular-addressing code that
functions much like the country, area, regional, and local por-
tions of the telephone dialing system. The complexity of the
information required to code cells for the construction of entire
organisms is so enormous that we assume that the code must
make combinatorial use of members of large multigene families.
Such a system would reuse the same receptors as molecular digits
in various regions of the embryo, thus greatly reducing the total
number of genes required. We present the hypothesis that
members of the very large families of olfactory receptors and
vomeronasal receptors fulfill the criteria proposed for area code
molecules and could serve as the last digits in such a code. We
discuss our evidence indicating that receptors of these families
are expressed in many parts of developing embryos and suggest
that they play a key functional role in cell recognition and
targeting not only in the olfactory system but also throughout the
brain and numerous other organs as they are assembled.

The area code hypothesis helps explain how chromosomes sculp-
ture living organisms. The DNA contained in the two cells that
will form identical twins is able to choreograph the parallel
development of two strikingly similar individuals through birth
and through all of the stages of their lives. In a favorable
environment, the twins will grow, rearrange their bodies at
puberty, and go through the changes of maturity and aging in
parallel. Even the MRI images of their brains will be strikingly
similar and very different from other brain images. It was
consideration of this extraordinary precision of cell and neural
assembly that originally lead us to propose the area code hypoth-
esis (1). The hypothesis was based on extensive genetic, molec-
ular, and cellular studies of the immune system (refs. 2 and 3; see
also refs. in ref. 1).

Key elements of the hypothesis are the following. 1. Large
multigene families must exist that code for cell surface receptors
providing highly specific cell–cell recognition functions. 2. Re-
ceptors must be used repeatedly in a combinatorial fashion so that
a finite number of genes can provide enough information to
generate the required large number of cellular addresses. 3.
Programmed genetic switching similar in some respects to that
seen during the development of the immune system is assumed to

aid in the complex control of the expression of these address
codes in specific lineages and cells (4). 4. Some classes of cell
surface receptors are assumed to be widely expressed throughout
the organism and code for large regions resembling the country
codes of our telephone dialing system. Other classes of molecules
would be more restricted in expression and are expected to code
for multiple smaller regions of the embryo somewhat compara-
ble, according to this metaphor, with the multiple regions spec-
ified by area codes and regional prefixes throughout the world.
Finally, it is assumed that molecules exist that encode a specific
cellular address comparable with the four digits used to code for
a single, specific telephone in any one of the numerous, distinct
topological regions specified by the earlier codes. Both the
telephone digits and the genes and cell surface receptors that
provide this last part of the code are of course expected to be used
repeatedly in diverse physical locations. Studies in our laboratory
(5–7) and many others (8) have succeeded in identifying a large
number of cell surface molecules that are involved in cellular
interactions and assembly and seem to play a role more or less
analogous to county, area, and prefix codes. However, the
predicted highly specific final part of the code has eluded us until
now.

Data obtained by searching the genome databases have pro-
vided us with evidence suggesting that the very large families of
seven-transmembrane receptors, including the olfactory recep-
tors, may indeed be used in a combinatorial way during the
assembly of many tissues in addition to the olfactory regions. Such
molecules therefore have many of the properties expected for
area code molecules. Experiments are suggested by these results
that can be used to test the validity of the area code hypothesis.

METHODS
Internet GRATEFUL MED (National Library of Medicine; http:!!
www.igm.nlm.nih.gov!) and SCISEARCH (Institute for Scientific
Information; http:!!isanet.com) databases were used for retrieval
of bibliographic information. Large numbers of references in-
cluding abstracts were downloaded into PROCITE 4 (Institute for
Scientific Information) for further searching and analysis locally
as well as for formatting references.

The online resources available through The National Center
for Biotechnology Information (http:!!www.ncbi.nlm.nih.
gov!) include several databases that were used extensively in
this work. The information that is reported in Table 1 was
obtained by searching the dbEST database (Database of Ex-
pressed Sequence Tags) using the text string: olfactory AND
receptor. Six hundred and one hits were returned as of the
2!18!98 update. The information included in Table 1 repre-
sents only a partial list. The quality of the sequence data varied

The publication costs of this article were defrayed in part by page charge
payment. This article must therefore be hereby marked ‘‘advertisement’’ in
accordance with 18 U.S.C. §1734 solely to indicate this fact.
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WJ. Dreyer PNAS 95:9072–9077 (1998)

strata (laminae) within a target area. This process, called laminar
specificity, restricts the choice of partners.
Specificity also occurs at the subcellular level. Many neurons

receive synapses from different afferent types on different por-
tions of their surface—for example, distal or proximal dendrites

(Figure 2E). Subcellular specificity was initially studied in the
neuromuscular system, where regenerating motor axons selec-
tively innervate original synaptic sites on muscle fibers (Sanes
et al., 1978; Sanes and Yamagata, 2009), but many cases,
some discussed below, have now been analyzed in the central
nervous system (CNS).
Finally, some cellular strategies may require limited intercel-

lular recognition, relying instead on coordinated growth of syn-
aptic partners or selective death of potential targets. Although
there is some evidence for phenomena of these types (Lopresti
et al., 1973; Petrovic and Hummel, 2008; Roberts et al., 2014;
Hassan and Hiesinger, 2015; Balaskas et al., 2019), we will not
consider them further here.
Progress in understanding mechanisms underlying selective

synapse formation has been slow. Comparison to axon guidance
highlights the difficulty. Both processes require axons to make
many decisions. However, axon guidance can be viewed as a
long journey broken into a sequence of choices, many of which
are binary and can be analyzed separately. In contrast, synaptic
selectivity often requires axons to decide among many alterna-
tives simultaneously. In addition, axon guidance can be evalu-
ated using light microscopy, whereas physiological methods
and electron microscopy are required to decide between casual
contacts and synapses. An additional obstacle has been that
although cell cultures have been effective for analyzing axon
growth and synaptogenesis, currently available culture systems
do not exhibit robust synaptic specificity.
These differences drove rapid progress in elucidating guid-

ance mechanisms during the 1990s. Although axon guidance
is not a solved problem, the major molecular players had been
identified by the turn of the century (Tessier-Lavigne and
Goodman, 1996; Dickson, 2002). More recently, many mecha-
nisms underlying synaptogenesis have been elucidated (Südhof,
2018). In contrast, only now are tools being developed that allow
neurobiologists to tackle synaptic specificity.

New Tools
During the first years of this century, transgenic methods allowed
selective marking of specific neuronal types and genome
sequence facilitated identification of new candidate recognition
molecules. As a consequence of these and other advances,
several molecular mediators of partner choice were discovered
(Sanes and Yamagata, 2009). Nonetheless, methods were inad-
equate to provide three types of data required to understand
synaptic specificity in a satisfying way: (1) the types of neurons
present in a target region, (2) the patterns of synaptic connec-
tions between them, and (3) a census of the recognition mole-
cules expressed by synaptic partners. Over the past decade,
vastly more powerful methods have been introduced, paving
the way for comprehensive characterization of cells (transcrip-
tomes), circuits (connectomes), and molecules (transcriptomes
and interactomes).

Cell Types: Transcriptomes
The birth of neurobiology can be traced to Cajal, who spent
much of his life classifying neurons using morphological criteria.
For nearly a century, morphology remained the principal way in
which cell types were defined. Later, morphology was combined

Figure 1. The Complex Synaptic Landscape of the Brain
(A) EM section through mouse somatosensory cortex. A prominent dendrite
courses horizontally with spines bearing synapses protruding upward.
(B) EM reconstruction of 89 neurons. Cell bodies and dendrites shown. Each
color represents a different neuron.
(C) Reconstruction of 34,221 axonal segments. (B) and (C), same scale (Motta
et al., 2019).
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• Recognition for synapse specificity?

Perhaps most impressive have been improvements in EM
technology. Each stage in the process has been reimagined,
from methods for automated sectioning and imaging to ma-
chine learning-based reconstruction. As a result, patterns of
synaptic connections have been determined in several re-
gions of the mouse and Drosophila CNSs (e.g., Bae et al.,
2018; Scheffer and Meinertzhagen, 2019; Motta et al.,
2019). In the near term, however, applications of this tech-
nology are likely to be limited. First, it is too laborious for
assessment of connectivity in multiple specimens so individ-
ual variation remains unclear, and it cannot be used for
routine analysis of genetic or other perturbations. Second,
the reconstructed areas are too small to map long-distance
connections. Third, it is challenging to relate morphology to
cell type as determined by other criteria. Finally, EM marks
synaptic structures but provides no information about their
function.
Fortunately, a suite of molecularly based methods are cir-

cumventing these limitations. Creative ways to beat the diffrac-
tion limit of light microscopy using super-resolution imaging (Si-
gal et al., 2018) or isotropic expansion (Wassie et al., 2019)
enable mapping synaptic connectivity between labeled cells.
Advances in viral and transgenic technologies enable tracing
of long-distance connections (Luo et al., 2018). Spatial tran-
scriptomic methods provide ways to match molecular signa-
tures to morphology at scale (Lein et al., 2017). Combining op-
togenetic stimulation of specific cell types with calcium or
voltage imaging (‘‘all-optical physiology’’) provides a powerful
method to assess functional connectivity (Fan et al., 2020).
Together, these advances may soon make mapping synaptic
connectivity routine.

Binding Partners: Interactomes
Once recognition molecules have been identified, the next
important step is to characterize their interactions. To this end,
methods have been devised to generate large maps of binding
specificity or ‘‘interactomes.’’
As adhesion molecules frequently have low affinities for

each other, their interactions are often difficult to detect in
simple binding assays. To address this problem investigators
take advantage of avidity, the increased affinity of binding be-
tween multimers compared to monomers. Recombinant pro-
teins are generated in which ectodomains are oligomerized,
so binding can be detected using ELISA-based assays
capable of testing tens of thousands of interactions in a
reasonable period of time (Wojtowicz et al., 2007; Bushell
et al., 2008) (Figure 5A).
These assays have led to the identification of many interac-

tions among fly and mammalian proteins (Özkan et al., 2013;
Visser et al., 2015; Ranaivoson et al., 2019). Along with other
methods, such as cell-cell adhesion assays using transfected
cells and surface plasmon resonance using recombinant pro-
teins, targeted interactomic efforts have provided insights into
binding properties of several families (Figures 5B–5E) (for review,
see Honig and Shapiro, 2020). Combined with transcriptomic
and connectomic data, interactomes provide a means of pre-
dicting mediators of synaptic specificity.

Families of Recognition Molecules Underlie Synaptic
Specificity
The search for mechanisms underlying cell-cell interactions
has a long history, beginning with embryological experiments
in the 1940s and 1950s by Holtfreter, Moscona, and Steinberg

Figure 3. The Extent of Synaptic Specificity Varies from Stringent to Biased
(A) EM section through adult Drosophila visual system (see Figure 7). The dendrites of two related neurons, Tm1 and Tm2, are color coded as in (B).
(B) C3 neurons show stringent specificity, forming synapses with Tm1 but not Tm2 (modified from Takemura et al., 2015).
(C) EM section through the IPL (see Figure 8). The processes in color are from starburst amacrine cells (SAC), and two directionally sensitive retinal ganglion cells,
called V-ooDSGC and D-ooDSGC.
(D) Synapses form preferentially, in a biased fashion, between the SAC and one RGC type (based on data from Greene et al., 2016; Bae et al., 2018).

ll

Cell 181, April 30, 2020 539

Review
Reviewed in Sanes JR, Zipursky SL. Cell. 181(3):536-556 (2020)

• Selective stabilisation by activity: Changeux 1976

Case Study 4: Cell-Cell adhesion code



63
Thomas LECUIT   2024-2025

growing number have been implicated in partner selection.Many
of these genes can be further divided into subfamilies. They
include Dprs, DIPs, Syg1/Syg2-related proteins, Down syn-
drome cell adhesion molecules (Dscams), Sidekicks (Sdks),
Contactins (Cntns), and L1s. Some of them (e.g., Dscams) bind
primarily homophilically, others heterophilically (e.g., Dprs to
DIPs), and still others both homophilically and heterophilically
(e.g., L1s). Others such as 14 Beats and 8 Sides have been impli-
cated in nerve muscle connectivity; their roles in the CNS are un-
der active investigation (Li et al., 2017).
Vertebrate Dscams, Sdks, and Cntns Mediate
Homophilic Recognition
A clade of 14 closely related IgSF members includes most of
the vertebrate IgSF genes implicated to date in synaptic spec-
ificity: two Sdks, two Dscams and six Cntns discussed here,
and four L1s, discussed below. They all contain multiple
extracellular Ig domains and fibronectin type III domains
(Figure 6A). In Sdks and Dscams, these are followed by trans-
membrane and cytoplasmic domains terminating in se-
quences that bind to PDZ domain-containing scaffolding pro-

teins, which can anchor them at synaptic sites (Yamagata and
Sanes, 2010; Garrett et al., 2016). Cntns are linked to the
membrane by a lipid tail, but generally act as heterodimers
with one of six transmembrane Casprs, which terminate in a
PDZ-binding sequence.
Several of these proteins have been studied in detail in the

vertebrate retina, in which information processing relies on
stereotyped patterns of connectivity among >100 types (in
mice and chicks) of interneurons and retinal ganglion cells
(RGCs) (e.g., Sanes and Masland, 2015; Yan et al., 2020a).
Each RGC type is thereby rendered selectively responsive to
specific visual features such as motion in a particular direc-
tion. During development, processes of these cells intermingle
in a narrow inner plexiform layer (IPL), nestled between the in-
ner nuclear and ganglion cell layers, where they recognize
specific partners and form circuits (Figure 7A). One feature
of this connectivity is that arbors of each neuronal type are
confined to one or a few IPL sublaminae. Thus, specificity in-
volves both choices among sublaminae and choices among
cell types within sublaminae.

Figure 5. Binding Specificity of Protein Families
(A) ELISA-based screening method (see text).
(B) Binding properties of protein isoforms: clustered Pcdh and Dscam1 proteins show highly specific homophilic binding. Clustered Pcdh proteins form het-
eroligomers, resulting in additional specificity. DIP/Dpr interactions are largely heterophilic and often promiscuous. Type II cadherins are homophilic, but also
exhibit heterophilic binding specificity (data from Shimoyama et al., 2000; Wojtowicz et al., 2007; Thu et al., 2014; Brasch et al., 2018; Cosmanescu et al., 2018).
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Review• Large families with highly specific binding: not a 
synapse identification code but a code for self/
non-self recognition.  

• Dscam1 (fly): >18.000 splicing isoforms that differ 
within 3 Ig domain. Isoform specific homophonic 
recognition. Each neuron expresses 10-40 isoforms 
in a probabilistic way.  

• Pcdh (vertebrates): 3 tandem genes (58 in total), that 
multimerize in cis and trans (model: size dependent 
recognition mechanism) 

repulsive interactions of the sort employed by other recognition
molecules discussed below. Rather, homophilic interactions
appear to mask cell-type-specific recognition systems (Garrett
et al., 2018). Cntn5 acts in yet a third way: it is expressed selec-
tively by an interneuronal and an RGC type, and acts homophili-
cally to promote connections between the two. Here, the homo-
philic interaction is required to stabilize synapses between
interneuronal and RGC dendrites (Peng et al., 2017).
Thus, although loss of Sdks, Dscams, and Cntns have super-

ficially similar effects on retinal circuitry, they act in different
ways, including adhesive matching of synaptic partners, subla-
minar restrictions, masking of adhesive interactions, and regu-
lating dendritic morphogenesis. These findings highlight the
general point that while structure underlies function it does not
necessarily predict it.
The Vertebrate L1 Protein Family Mediates Subcellular
Specificity
The L1 subfamily of IgSF recognition molecules comprises four
members: L1 (also called Ng-CAM), close homolog of L1
(CHL1), neuron-glia-related cell adhesion molecule (NrCAM),
and neurofascin (Nfasc). All four underlie subcellular specificity
in GABAergic neurons of the rodent brain.
Nfasc helps confine synapses of GABAergic basket cell inter-

neurons to the axon hillock of Purkinje cells in the cerebellum
(Figure 8A). Nfasc is distributed in a gradient on the Purkinje

Figure 7. Synaptic Specificity in the
Drosophila Visual System
(A) Schematic of retina, lamina, and medulla. The
processes of >100 different neuronal cell types
form synapses in the lamina and medulla. These
include different types of photoreceptor neurons
(R cells), transmedullary (Tm) neurons, medulla
intrinsic (Mi) neurons, and amacrine-like Distal
medulla (Dm) neurons.
(B) Combinations of cell surface proteins regu-
lating synapse formation in the lamina are shown
for synapses between R cell presynaptic terminals
and L1 and L2 postsynaptic sites and for con-
nections between L2 and L4. L2 is presynaptic to
dendrites of different L4 neurons (L4y and L4x).
The T-bar is an ultrastructural feature of presyn-
aptic active zones.
(C) DIP/Dpr proteins are expressed in medulla
neurons (Tan et al., 2015; Cosmanescu et al.,
2018). Developing neurons express many Dprs in
a dynamic fashion but one or a few DIPs. DIP-a/
Dpr6, Dpr10, and DIP-g/Dpr11 ligand receptor
pairs regulate interactions between synaptic
partners L3/Dm12 and yR7/yDm8, respectively.

cell surface with levels highest at the
axon hillock and lower across the somata
and dendrites. Basket cell axons initially
innervate the somata and proximal den-
drites and then appear to climb the
gradient to reach their definitive synaptic
sites in a process that also requires
Sema3A and its receptor Neuropilin 1
(Ango et al., 2004; Telley et al., 2016).
More recently, a similar gradient mecha-
nism requiring L1 was demonstrated in

cortical pyramidal neurons (Tai et al., 2019). An additional simi-
larity is that in both cases, cytoskeletal ankyrin-G is needed to
localize L1.
The other two family members appear to play related roles:

CHL1 and NrCAM enable a specific class of GABAergic inter-
neurons in spinal cord to synapse on axon terminals of primary
sensory neurons (Ashrafi et al., 2014; Betley et al., 2009) and
CHL1 in cerebellum guides stellate interneuron axons along
Bergmann glial processes to appropriate sites on Purkinje cell
dendrites (Ango et al., 2008).
Fly Dips and Dprs Match Synaptic Partners through
Heterophilic Recognition
A set of 21 Dpr and 11 DIP Drosophila Ig superfamily proteins
contain two and three Ig domains, respectively. Some bind het-
erophilically to one partner, others are more promiscuous, and a
few bind homophilically (Özkan et al., 2013; Carrillo et al., 2015;
Cosmanescu et al., 2018). They exhibit striking cell-type-specific
expression, with matched DIP/Dpr cognate proteins often ex-
pressed in synaptic partners and sometimes concentrated at
synapses (Carrillo et al., 2015; Tan et al., 2015; Xu et al., 2018,
2019). DIPs and Dprs regulate wiring in several different develop-
mental contexts (Barish et al., 2018; Ashley et al., 2019; Venka-
tasubramanian et al., 2019; Carrillo et al., 2015; Xu et al., 2018;
Courgeon and Desplan, 2019). Here, we focus on the developing
visual system (Figure 9).
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• Small families with promiscuous binding for subtype 
recognitions. Ex: DIP/Dpr 

• Combinatorial expression. Provides general address code.  
• Reuse: to minimise size of families. 
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Case Study 4: Limits of Cell adhesion code

Differential sorting of growth cones without target code recognition 
Neural superposition

NEUROSCIENCE

Axonal self-sorting without target guidance in
Drosophila visual map formation
Egemen Agi1†, Eric T. Reifenstein2†, Charlotte Wit1, Teresa Schneider1, Monika Kauer1,
Melinda Kehribar1, Abhishek Kulkarni1, Max von Kleist2*, P. Robin Hiesinger1*

The idea of guidance toward a target is central to axon pathfinding and brain wiring in general.
In this work, we show how several thousand axonal growth cones self-pattern without target-
dependent guidance during neural superposition wiring in Drosophila. Ablation of all target
lamina neurons or loss of target adhesion prevents the stabilization but not the development
of the pattern. Intravital imaging at the spatiotemporal resolution of growth cone dynamics in intact
pupae and data-driven dynamics simulations reveal a mechanism by which >30,000 filopodia
do not explore potential targets, but instead simultaneously generate and navigate a dynamic
filopodial meshwork that steers growth directions. Hence, a guidance mechanism can emerge from
the interactions of the axons being guided, suggesting self-organization as a more general feature
of brain wiring.

T
arget-dependent guidance of axonal growth
cones is a well-studied and intuitive con-
cept to explain the development of neu-
ronal connections (1–3). Yet, especially
in dense brain regions, a growing axon

may have to navigate paths affected by its own
growth and concurrently developing cells (4–7).
Visual maps, like many other brain regions,

develop columns and layers that ensure lo-
cal neighborhoods prior to synapse formation
(5, 8–13). The Drosophila visual map is wired
according to the principle of neural super-
position (14, 15). Six photoreceptor neurons
(R cells 1 to 6, herein referred to as R1–6) in
each of the ~800-unit eyes (ommatidia) re-
ceive input through six different visual axes.
The lamina plexus serves as a temporary sort-
ing plane, where the growth cones (800 × 6)
correct the input pattern such that the six
photoreceptor neurons with the same visual
axis (from six different ommatidial bun-
dles) are sorted together into 800 new bun-
dles (Fig. 1, A and B, and fig. S1A). All growth
cones re-sort by elongating from their “heels,”
which stably mark the input pattern (Fig. 1C)
(16). After 15 hours of growth cone elongation
(Fig. 1D), the output pattern is formed by
the “fronts” of the growth cones, which sub-
sequently grow into columns underneath the
disintegrating sorting plane (Fig. 1, B and E)
(17, 18).
It has remained unclear how the target

lamina neurons (L cells) could provide guid-
ance; for example, the L cells labeled “B” in the
center of Fig. 1Dwould have to be an attractive
target for an R4 growth cone from point “A”
and a repulsive starting point for another R4

projecting to “C.” Yet, the growth directions of
R1–6 are locally determined and not guided by
a global organizing principle such as a gra-
dient (19). Initial R1–6 growth cone extension
angles are determined by the bundle from
which they originate (20, 21), followed by syn-
chronous elongation (Fig. 1, C to E) (16). How
R1–6 directional growth is computed and ter-
minated, and what role “targets” play during
this process, remains unknown.

Without target L cells, R1–6 growth
cones establish, but fail to stabilize,
neural superposition

We genetically ablated all five subtypes of
L cells by preventing their differentiation
through a smoothened (smo) RNA interference
(RNAi)–induced block of hedgehog signaling
in lamina precursor cells (22–24) (Fig. 1, F and
G). In the absence of all L cells, R1–6 growth
cones established a regular pattern prior to
growth cone extension [25 hours after pupar-
ium formation (hAPF), P25] (Fig. 1, H and I).
However, by the end of neural superposition
sorting (P50), no columnar lamina formed un-
derneath the disintegrating lamina plexus (Fig.
1, J toM). Hence, L cells are required at some
point between initial axon arrival, growth cone
extension, and the stabilization of the wiring
pattern.
The sheet formed by ~4800 R1–6 growth

cones bears hallmarks of an epithelial organi-
zation, including the adherens junction marker
E-cadherin (ECad) that marks the points of
contact between R1 to R6 heels (fig. S1B) (25).
Correspondingly, we found that Armadillo
(Arm), the Drosophila homolog of the ECad
interactor b-catenin (26, 27), labeled the five
points of contact between R1–6 within the
bundle and additionally, all L cells (Fig. 1, H, I,
N, and O). In the absence of L cells, only the
Arm labeling of these contact points remained,
leaving them in a circular arrangement (Fig. 1, I,

N, and O). On the basis of the bundle centers
and axes defined by Arm labeling, the arrange-
ment of R1–6 bundles was largely preserved
(fig. S1, C to F). Furthermore, labeling of only
R4s, a single subtype that occupies a stereo-
typic bundle position (21, 28), revealed correct
arrangements and polarization in the absence
of L cells (Fig. 1, P to R). Correspondingly, sparse
labeling of individual growth cones revealed
indistinguishable morphologies for all R1–6
subtypes at P25 in the presence or absence of
L cells (fig. S1, G and H). Therefore, lamina
neurons do not contribute to the initial pat-
terning of the lamina plexus other than oc-
cupying space within the R1 to R6 growth cone
pattern.
To investigate the dynamics of R1–6 exten-

sions, we used noninvasive, intravital live im-
aging in intact pupae; we first imaged R4s
together with L cells (movie S1). Both in the
presence and absence of L cells, we observed
similar R4 morphologies and extension dy-
namics at the correct angle until ~P35 (Fig. 2,
A and B, and movie S2). After P35, R4s started
to aberrantly fork, bend, or retract in the ab-
sence of L cells (materials andmethods) (Fig.
2C). Analyses of all R1–6 subtypes from fixed
and live preparations at P35 also revealed sim-
ilar extension angles, lengths, and overlap
with the correct target regions both in the
presence and absence of L cells (Fig. 2, D to
F). Hence, the initial neural superposition
pattern is established by P35 with or without
L cells.
These data suggest the possibility that a

sheet of R1–6 growth cones self-organizes into
the neural superposition pattern without the
aid of other cell types. However, although we
found no evidence for other neuronal or glial
processes in the developing lamina plexus (fig.
S2, A to E), the roles of other cells are difficult
to exclude. Fortuitously, when studying the
role of arm, we found that R1–6 growth cone
sheets can also form in ectopic brain regions
(Fig. 2, G to I). Panneuronal arm RNAi expres-
sion causes a well-known wingless phenotype
in dorsoventral patterning of cells in the re-
gion targeted by photoreceptor axons (29).
This anatomical disruption caused a large seg-
ment of photoreceptor axons to detach from
the optic stalk and terminate in one or more
ectopic regions, predominantly dorsal of the
medulla (arrow, Fig. 2G, and fig. S3, A and L),
where neurons, lamina precursors, or glia cells
are highly variable, disorganized, and some-
times completely absent (Fig. 2, H and I, and
fig. S3, B and C). Despite these variable sur-
roundings, ectopic photoreceptor axons formed
a regular growth cone sheet (Fig. 2, J to L),
including stereotypic R4 positions (Fig. 2J
and fig. S3, D to F, H to J, and M). The R4
growth cones were initially polarized correctly
and elongated between P25 and P30 [Fig. 2, J
(right) and L], although the polarization angles
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to one another with respect to the equator axis (blue line in Fig-
ure 1C). As a consequence, six rows of ‘‘non-canonical’’ car-
tridges exist at the equator that contain stereotypic composi-
tions of seven or eight R1–R6 cell axon terminals (Figure 1C)
(Horridge and Meinertzhagen, 1970; Meinertzhagen and Han-
son, 1993). The three different types of equator cartridges also
exhibit rotational stereotypy, each with a distinct pattern (Fig-
ure 1C). As in the case of canonical cartridges, the function of
the rotational stereotypic arrangement of photoreceptor termi-
nals within the equator cartridges is unknown (Horridge andMei-
nertzhagen, 1970). It is unclear which common developmental
rules or mechanisms might robustly encode the canonical car-
tridges, as well as the three types of equator cartridges
(Figure 1C).
The Drosophila visual system is an example of a genetically

encoded neural circuit in which a developmental sorting step
precedes and ensures synaptic specificity between input neu-
rons and their targets (Hiesinger et al., 2006). Many aspects of
the developmental sorting step have been characterized in
detail, including the formation of an initial grid by lamina cells
(Hadjieconomou et al., 2011; Meinertzhagen and Hanson,
1993). Previous studies have suggested the possibility of simple
developmental rules underlying this sorting process (Clandinin
and Zipursky, 2000; Meinertzhagen, 1972; Meinertzhagen and
Hanson, 1993). Furthermore, work in recent years has revealed
molecular mechanistic insight into how differential adhesion of
guidance receptors may play a key role in growth cone sorting
(Chen and Clandinin, 2008; Schwabe et al., 2013). However,
no rule set or algorithm has been formulated that is sufficient
to generate precise neural superposition in canonical cartridges
and equator cartridges. Two key challenges have been (1) the
inability to monitor the dynamic sorting process live in devel-

Figure 1. The Neural Superposition Sorting
Problem
(A) The six outer photoreceptors R1–R6 from a

single unit eye (ommatidium) receive input from six

different points in the visual environment and

project to six separate synaptic units (cartridges) in

the brain.

(B) The six R1–R6 photoreceptors from six different

ommatidia that receive input from the same point

in visual space connect to the same cartridge, in a

pattern that is the reciprocal of that in (A).

(C) Schematic view of a lamina section from dorsal

(left) to ventral (right) across the equator. The color-

coded R1–R6 axons from different ommatidia that

receive input from points in the environment (A)–(F)

are shown in their final cartridge arrangement on

the left. The circular arrangement of axon terminals

in the cartridges shows the precise rotational ste-

reotypic arrangement of R1–R6.

oping flies and (2) lack of quantitative,
data-driven models to conceptualize or
test our understanding of this apparently
complicated process.

Here, we report live imaging of R1–R6
growth cone dynamics in intact devel-

oping pupa and the derivation of a model that summarizes our
conceptual understanding of the development of neural super-
position. We propose that three simple rules are sufficient to
provide a solution to the neural superposition sorting problem.
Systematic tests of these rules in a computational model reveal
that the same rule set leads to precise superposition and the
three types of cartridges observed at the equator.

RESULTS

Intravital Imaging Reveals the Morphogenesis of the
Lamina during Brain Development
In order to visualize the growth cone movements that establish
neural superposition, we made use of multi-photon time-lapse
microscopy to image through the eye of intact developing pupae
(intravital imaging; Figure 2A). This approach allowed us to visu-
alize both large-scale tissue movements and small-scale growth
cone dynamics in the developing pupa. Importantly, our method
is non-invasive, and only data from pupae that completed devel-
opment normally were used throughout this study.
The lamina plexus is a temporary structure in which R1–R6

growth cones sort in a 2D, dynamically warping plane (Meinertz-
hagen and Hanson, 1993). Labeling of all photoreceptors with a
membrane-tagged CD4-tdGFP (Han et al., 2011) throughout the
time period of neural superposition development from 20–40 hr
after puparium formation (APF) allowed the visualization of
R1–R6 projections that form the lamina plexus in relation to the
deeper projections of R7/8 axons (Figures 2A–2D).
Our intravital imaging technique enabled us to identify two

major large-scale tissue movements that were, to our knowl-
edge, previously uncharacterized (Figures 2B–2G; Movie S1).
First, we observed a 90! rotation of the entire lamina-medulla
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• Growth cones show biased stochastic search with 
significant overlap 

• Growth cones search is independent of target cell 
• Self-organised filopodia meshwork based on 

neighbour interactions

E. Agi et al and R. Hiesinger Science. 2024 Mar 8;383(6687):1084-1092
M. Langen et al and R. Hiesinger. Cell. 2015 Jul 2;162(1):120-33
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Conclusions

• Genetic code: deterministic, requires mechanisms for error 
minimisation (proofreading and « smooth encoding ») 

• Transcriptional code: smooth encoding, but also combinatorial 
encoding and integration relaxes constraints on 1-to-1 specificity,  
and increases repertoire of context-dependent regulation.  

• Signalling code: Promiscuous binding and combinatorial encoding 
increase cellular addressing compared to 1-to-1 L/R signalling. Also 
allows signal computation.  

• Adhesion code: biased stochastic processes rather than deterministic 
encoding. Many small contribution rather than few, selective, 
deterministic molecular codes.  
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Conclusions

Some features of biological encoding What is Life? 61

properly call that an aperiodic crystal or solid and express our
hypothesis by saying: We believe a gene - or perhaps the
whole chromosome fibre I

- to be an aperiodic solid.

THE VARIETY OF CONTENTS COMPRESSED IN THE

MINIATURE CODE

It has often been asked how this tiny speck of material, the
nucleus of the fertilized egg, could contain an elaborate
code-script involving all the future development of the organ-
ism. A well-ordered association of atoms, endowed with
sufficient resistivity to keep its order permanently, appears to
be the only conceivable material structure that offers a variety
of possible ('isomeric') arrangements, sufficiently large to
embody a complicated system of 'determinations' within a
small spatial boundary. Indeed, the number of atoms in such
a structure need not be very large to produce an almost
unlimited number of possible arrangements. For illustration,
think of the Morse code. The two different signs of dot and
dash in well-ordered groups of not more than four allow of
thirty different specifications. Now, if you allowed yourself the
use of a third sign, in addition to dot and dash, and used
groups of not more than ten, you could form 88,S72 different
'letters'; with five signs and groups up to 25, the number is
372,529,029,846, 191,4°5.
It may be objected that the simile is deficient, because our

Morse signs may have different composition (e.g..- - and ..-)
and thus they are a bad analogue for isomerism. To remedy
this defect, let us pick, from the third example, only the
combinations of exactly 25 symbols and only those containing
exactly S out of each of the supposed S types (S dots, S dashes,
etc.). A rough count gives you the number of combinations as
62,33°,000,000,000, where the zeros on the right stand for
figures which I have not taken the trouble to compute.
Of course, in the actual case, by no means 'every' arrange-

ment of the group of atoms will represent a possible molecule;
moreover, it is not a question of a code to be adopted
IThat it is highly flexible is no objection; so is a thin copper wire.

• Coding theory provides a framework to 
understand constraints on code evolution (error 
load, diversity and cost). Smooth encoding.  

• Deterministic use of code: genetic code 
• Stochasticity and Algorithmic encoding: more 

consistent with self-organisation. 
Random search and stabilisation of final 
configuration based on energy minimisation (DAH) 
Biased stochastic search and final stabilisation by 
target (neural superposition).

• Combinatorial encoding increases specific 
« addressing » (cell identity, cell responses)


