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Course 1:  Introduction —  
What representations for the genome?

are not encoded in the genome (Oster & Alberch, 
1982; Oster et al., 1988). 

Most mathematical models of pattern formation 
are derived from the notion, originally proposed by 
Turing (1952), that spatial heterogeneity can emerge 
from an originally homogeneous state by means of 
diffusion-driven instabilities (Fig. 2). Basically, these 
models involve a set of two or more chemicals that 
diffuse at different rates and react with each other in a 
specific enzyme-substrate (activator-inhibitor) man- 
ner (see Meinhardt 1982, for a review of this kind of 
diffusion-reaction model). Oster et al. (1988) have 
recently reviewed the basic types of pattern-generation 
mechanisms and discussed some of their evolutionary 
implications. Other excellent examples of mathemat- 
ical models of pattern formation can be found in 
Meinhardt (1984, 1986) and Gallin et  al. (1986). 

Morphological diversity is generated by perturba- 
tions (regulation) in parameter values - -  such as rates 
of diffusion, cell adhesion, etc. - -  or initial conditions. 
The structure of the interactions among the com- 
ponents, however, remains constant. Given this as- 
sumption even if the parameters of the system are 
randomly perturbed, by either genetic mutation, or 
experimental manipulation during development, the 
system will generate a limited and discrete subset of 
phenotypes. Thus, the realm of possible forms is a 
property of the internal structure of the developmental 
system. 

Developmental basis ofphenotypie stability and ordered 
evolutionary transformation 

Parameter  Space 

Theory of pattern formation centers around the 
concept of a particular phenotype, P, emerging as the 
result of a series of temporal and spatial interactions 
during development. These interactions are regulated 
by a series of genetically controlled morphogenetic 
parameters (x~, i = 1, 2, ... m), which can either be 
molecular properties such as diffusion and kinetic 
rates, or phenomenological variables, such as elastic 
properties of the extracellular matrix, cell motility 
rates, degree of cell adhesion, etc. In general, the 
relationship between the morphogenetic parameters 
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Fig. 3. Parameter Space. 

and the phenotype can be mathematically stated as: 

dP/dt = tiP, xl) 

where f is an unspecified function describing the 
nature of the interactions, while x~ is a finite number of 
interacting morphogenetic parameters. 

If we know the form of the pattern-generating 
function, we can construct a diagram in which, for 
every combination of parameter values, we have a 
corresponding phenotype, such a diagram is known as 
parameter  space (see Alberch, 1982 and Agur & 
Kerszberg, 1987 for specific examples and further 
discussion of the concept of 'parameter space' in an 
evolutionary context). 

Figure 3 shows a hypothetical parameter space 
composed of six phenotypes: A, B, C, D, E and F, 
determined by the developmental interactions of two 
parameters x~ and x2. There are several general 
conclusions about the properties of pattern-formation 
models that can be illustrated using this figure: 

1. Many combinations of parameter values will 
result in the same phenotype, that is, there is no one- 
to-one correlation between genetically or environ- 
mentally mediated changes in parameter values and 
l~henotypic transformation. 

2. The stability of a particular phenotype is directly 
related to the area (volume, if more than two dimen- 
sions are involved) of its domain in parameter space. A 
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External forms are extremely diverse…
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What accounts for 
dynamical internal and 
external organisation 
of cells and organisms? 
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Yet forms are similar from parents to progeny 
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Charles Quint (1530) Philippe IV (1630) Charles II (1685)

Q: What underlies the stability of forms following replication/reproduction?

107 years

Erwin Schrödinger  What is Life? 1948

— Dogs make dogs, birds make birds, human make human …

• Stability of forms across generations
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Plan

1. The egg as a « compressed information » state  
2. The genome as a carrier of developmental information 
3. Metaphors for the genome: blueprint, code script, program, etc. 
4. Properties of Genotype to Phenotype mapping 
5. Low dimensional representations 



Ex ovo omnia
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All organisms stem from eggs 
Against model of « spontaneous generation »



Heredity - Principle of similarity between parents and offspring
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• Organisms emerge from a single cell, the fertilised egg. 

D. Phillips/SCIENCE PHOTO LIBRARY
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The egg as a « compressed state » of the organism
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• The complexity of an adult is seemingly compressed/represented in a single cell 
ie. the egg contains all the information needed to rebuild a new organism 
• Consider information as the set of instructions required for this process

D. Phillips/SCIENCE PHOTO LIBRARY

104/1
1010/1
1013/1

Size:
Mass:

Cell number:

(Paris intra muros: ~ 10kmx10km, ~2.000.000 inhabitants, or ~1011g) 
Similar compression: size: ~1mx1m, ~10g…)

• Questions: 
— What is this 
information content? 

— What is the 
representation of the 
future embryo/adult in 
the egg? 
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• Preformationism: The homunculus or animalcules 

A miniature version of an organism in the egg/sperm 
Animal development is an unfolding process 
Forms emerged at origin of all living forms  (creationism) 
Theory of « emboitement des germes » (Malebranche) 

(embryos contained ad infinitum) 

The egg as a « compressed state » of the organism

A. van Leeuwenhoek, Hartsoeker, Malebranche 

A. van Leeuwenhoek

Nicolaas HartsoekerWilliam Harvey 

• Epigenesis:
Graduel elaboration of form 
Mecanism for the construction of the embryo from an egg 
(Development) 



Models of the germ line
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• Pangenesis 
The soma contributes to the 
constitution of the egg

• Weismann barrier 
The soma does not affect the germ line

A. Weismann: germ 
plasm theory 
Immortal germ cells 
Mortal soma

″Das Keimplasma: eine Theorie der Vererbung″ (1892)

Maupertuis (particles) 
Buffon (organic molecules) 
Lamarck 
Darwin (gemmules) 
De Vries (intracellular pangenesis)



Descartes - Animal as a machine 
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• Animals are mere machines or automaton, powered by heat 

Source: Gallica, BNF

Discours de la Méthode (5ème partie), 1637, Traité de l’homme, 1662 
R. Descartes (1596-1650)
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Descartes - Animal as a machine 

• Animals are similar to clockworks, albeit with smaller components. 
• Source of motion is heat. 

« Je ne reconnais aucune différence entre les machines que 
font les artisans et les divers corps que la nature seule 
compose. (…). Et il est certain que toutes les règles des 
Mécaniques appartiennent à la Physique, en sorte que toutes 
les choses qui sont artificielles, sont avec cela naturelles. Car, 
par exemple, lorsqu'une montre marque les heures par le 
moyen des roues dont elle est faite, cela ne lui est pas moins 
naturel qu'il est à un arbre… de produire ses fruits. »

Principes de la Philosophie , 1644. 

p. 146

• Efficient causality and determinism



Animal as a machine 
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The duck automaton, Le canard digérateur
Vaucanson, 1734 

Voltaire: 
« Le hardi Vaucanson, rival de Prométhée 
Semblait, de la nature imitant les ressorts, 
Prendre le feu des cieux pour animer les 
corps. »



La Mettrie - Man as a machine
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(1709-1751)

1748

• Extends to humans the automaton/machine concept  
• Materialism: only one substance, even for man (mind) 
• Deterministic framework 



The egg as a« compressed information state » of the organism

15
Thomas LECUIT   2024-2025
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Size:
Mass:

Cell number:

compression decompression algorithm?

development
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Plan

1. The egg as a « compressed information » state  
2. The genome as a carrier of developmental information 
3. Metaphors for the genome: blueprint, code script, program, etc. 
4. Properties of Genotype to Phenotype mapping 
5. Low dimensional representations 



What in the egg is a carrier of heredity?
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• Cell theory:  
—T. Schwann (1839), the cell as a fundamental unit and building block 
—R. Virchow (1855), « omnis cellula e cellula » , every cell arises from a 
dividing cell (initially discovered by R. Remak)  
—W. Flemming (1882), cell division and nuclei: « omnes nucleus e nucleo » 

        Characterizes the structure called chromatin in nuclei  
        Later referred to as chromosomes by HW. Waldeyer 

Zellsubstanz, Kern und Zelltheilung (1882)

• Chromosomes 
— Chromosomic theory of heredity:  

Sutton and Boveri (1902-1905) 
— Role in development:  T. Boveri. 
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• Discovery of chromosome continuity and individuality (T. Boveri) Current Biology Vol 18 No 7
R280

that parasitises the guts of horses. 
Ascaris had been introduced into 
cell biology a couple of years earlier 
by Edouard van Beneden, who had 
made groundbreaking observations on 
fertilisation and cell division in Ascaris 
eggs (Figure 2). Between 1887 and 
1890, Boveri published a series of 
papers on Ascaris, dealing with meiosis, 
fertilisation and the subsequent 
cleavage of the Ascaris egg, which put 
him right into the first league of cell 
biologists (Figure 1). These first papers 
already addressed the full spectrum 
of questions that were to occupy 
Boveri for the next 25 years. One of 
these papers focused on an organelle 
he called the ‘centrosoma’. Though 
Edouard van Beneden and others had 
clearly seen centrosomes before, it was 
Boveri who realised their importance 
for cell division and fertilisation. He 
carefully observed that the centrosomes 
are contributed by the sperm, that they 
divide and subsequently organise the 
surrounding cytoplasm, with rayed 
asters eventually emerging that attach 
to the chromatic elements or loops 
(the term chromosome was not yet 
invented). From his observations, he 
reasoned that the fibrils emerging from 
one particular centrosome can only 
contact one side of each chromosome, 
while the other side attaches to fibrils 
from the other centrosome. 

Boveri inferred these fundamental 
truths, which still hold today, not 
only from his studies of cell division 
in normal embryos, but also from 
observations of the abnormal embryos 
that occasionally cropped up in his 
samples (Figure 3). For instance, he 
observed so-called monasters, eggs 
in which individual chromosomes are 
in contact only with fibrils from one of 
the two asters. In such monasters, the 
chromosomes are not, as usual, in the 
middle of the dividing cell, but instead 
are pulled towards the centre of the 
individual monasters. In other samples, 
where the sperm had not entered the 
cell, he saw that the chromosomes still 
condensed and underwent went similar 
transitions as usual in preparation for 
division, which he took as evidence for 
centrosomal and nuclear events being 
largely independent processes. From 
these observations, Boveri inferred  
the crucial role of the centrosomes  
in chromosome segregation, and that  
the arrangement of the chromosomes 
at the equatorial plate of normal cells is 
due to the opposing forces from  
either pole.

Most importantly, Boveri observed 
Ascaris eggs with supernumerary 
centrosomes but a normal chromosome 
set. Every chromatic element in such 
an egg is in touch with just two of 
the centrosomes. These multipolar 
configurations show variation in 
attachment, and from this Boveri 
concluded that attachment must 
be random. This randomness of 
attachment can be inferred only from 
these abnormal eggs: in a normal cell 
division it would be impossible to see. If 
only two centrosomes were present, the 
rules of random and mutually exclusive 
attachment would suffice to generate 
bipolar attachment and hence regular 
separation. Boveri immediately realised 
that such irregularities may actually be 
highly informative for understanding the 
normal processes, as he wrote “almost 
every abnormal configuration will further 
our understanding and consolidate our 
judgement, as it excludes as causes or 
conditions of a phenomenon one or the 
other possibility that we initially have to 
accept.” Even though such multipolar 
mitoses had been observed before, 
Boveri gave them special attention 
and reasoned that the four resulting 
daughter cells will only very rarely 
receive the full set of chromosomes.  
It was this inference, noted as an aside 
in the last paragraphs of his 1888  
paper, that would lay the foundation  
for Boveri’s experiment of a lifetime.

Chromosome continuity
Perhaps the most fortunate advantage 
of Ascaris was that it has only four 
chromosomes, and its bivalens variant 
only two. This made it highly suitable 
for studying chromosomes, subcellular 
structures that were both highly 
conspicuous and highly enigmatic at 
the time. Though scientists had clearly 
observed chromosomes by the mid-
19th century, it was not until the 1870s 
that they came under close scrutiny. 
This was mainly due to advances in 
light microscopy, sectioning techniques 
and, most importantly, the availability 
of aniline dyes that stained the nuclear 
material, which thus became known as 
chromatin. By the late 1870s, several 
botanists and zoologists, in particular 
Anton Schneider, Eduard Strasburger, 
Otto Bütschli and Edouard-Gerard 
Balbiani, had observed structures which 
were referred to as ‘rods’, ‘loops’ or 
‘threads’. It had become clear through 
subsequent observations of Edouard 
van Beneden and Walther Flemming 
that these structures were  

Figure 2. The first cell division of Ascaris.
Stained sections of Ascaris eggs at consecu-
tive stages of cell division are shown. The 
top image shows the darkly stained chromo-
somes at prophase, the bottom image shows 
telophase and the intermediate images  
stages of metaphase. Images by Herve Conge, 
Oxford Scientific.
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Ascaris egg (nematode)

— Discovery of centrosomes, that attach to « chromatic elements/loops », ie. chromosomes (1887-90) 
— one chromosome is connected by 2 centrosomes 
— key role in chromosome segregation 
— Boveri tracked the position of chromosomes (4) and showed they remained in the same position 
after division in daughter cells. 
— Hence chromosome continuity and individuality: chromosomes have a stable identity 

What in the egg is a carrier of heredity?

centrosomes4 chromosomes
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Development of dispermic Sea Urchin eggs. Contribution to the study of 
fertilisation and to the theory of the nucleus,  Theodor BOVERI, 1907
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2 centrosomes

17

Fall der parallelen Spindelstellung ein sehr einfaches und für

unsere Versuche sehr wichtiges Kennzeichen, um ihn auf dem
Stadium, wo in beiden Spindeln die Aequatorialplatte ausgebildet

ist, von dem ebenen Tetraster zu unterscheiden. Die zu einer

Spindel verbundenen Pole stehen einander nämlich beträchtlich

näher als die unverbundenen, wogegen im ebenen Tetraster die

4 Zentren ziemlich genau ein Quadrat formieren (vergl. Fig. IV).

Es ist dies ein Ausdruck des von M. Boveri festgestellten Ge-
setzes, daß allgemein ungekoppelte Sphären ceteris paribus weiter

voneinander abstehen als gekoppelte.

b

Fig. IV.

Was nun die Furchung dieser Doppelspindeleier anlangt, so

ist dieselbe sehr variabel. Ich habe im Jahre 1897 (15) Erfahrungen
mitgeteilt, wonach sich bei der Furchung der Seeigeleier eine

dauernde Durchschnürung nur zwischen solchen Polen vollzieht,

die Chromosomen zwischen sich haben. Es hat sich später durch
die Untersuchungen von Ziegler (132), E. B. Wilson (130) und
Teichmann (123) gezeigt, daß diese Regel keine allgemeine Geltung
besitzt; allein so viel bleibt an dem von mir aufgestellten Satz
richtig, daß sich zwischen nicht verbundenen Polen die Durch-
schnürung viel schwerer und in der Mehrzahl der Fälle überhaupt
nicht vollzieht. Demgemäß furchen sich disperme Eier mit Doppel-
spindel nach meinen Erfahrungen fast ausnahmslos so, daß zu-

nächst eine Zweiteilung des Eies eintritt; jede der beiden ent-

stehenden Zellen ist in gewissem Sinne doppelwertig, sie besitzt

von Anfang an 2 Sphären und 2 Kerne, die sich, entsprechend
ihrer Herkunft, des einen aus einer normalen ersten Furchungs-
spindel, des anderen aus einer Spermaspindel, deutlich durch ihre

verschiedene Größe unterscheiden (vergl. 27, Fig. D, p. 30). Dieser
Zustand ist so charakteristisch, daß man einen derartigen Keim,

Boveri, Zellen-Studien VI. 2

System: 
dispermic eggs form tetrasters 
2 sperms + 1oocyte: 
• 3 sets of chromosomes (3x36) 
• 4 centrosomes 
>> 4 cells form at once, with 
expected anomalies in chromosome 
segregation
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• Tetracentric embryos 

33 —
wir den Chromatinbestand der 4 simultan entstandeaen Tochter-
zellen. Die Gesamtsumme der Chromosomen in diesen 4 Zellen
muß, wie auch die Verteilung sein mag, stets 2 X 54 ^ 108 be-
tragen. Würde, was vorkommen könnte, die Verteilung eine so

gleichmäßige sein, daß jede der 4 Zellen die nämliche Zahl erhielte,

so wären dies 27 Chromosomen in jeder Elastomere, also 1/4

weniger als bei der normalen Entwickelung.
Ich habe in dem Beispiel der Fig. VIII sehr große Zahlen-

differenzen in den Aequatorialplatten angenommen, wie solche nach
meinen Erfahrungen nur selten vorkommen. Es geschah dies vor
allem deshalb, um zu zeigen, daß die Unterschiede im Chromatin-
bestand der Tochterzellen stets erheblich kleiner ausfallen müssen,
als die Differenzen in der Chromosomenzahl der Aequatorialplatten
betragen haben. Hier wird in unserem Schema (Fig. Villa) die

Fig. VIII.

kleinste Zahl (6) von der größten (26) um mehr als das Vierfache

übertroffen, wogegen nach der Teilung (Fig. VIII c) der größte

Tochterkern mit 36 Chromosomen den kleinsten mit 18 nur um
das Doppelte übertrifft. Es rührt dies daher, daß sich der Chro-

matinbestand eines jeden Tochterkerns aus 2 Aequatorialplatten

rekrutiert.

Fassen wir nun die 54 Chromosomen einzeln ins Auge, so

folgt aus unseren Gesetzen unmittelbar, daß von irgend einem
Chromosoma x nur 2 Tochterzellen einen Anteil erhalten, wo-
gegen die beiden anderen von diesem bestimmten Chromosoma
nichts bekommen. Führen wir dies, der leichteren Uebersicht

halber, anstatt für 18 Chromosomen in jedem Vorkern, für 4 durch,

so mögen diese durch Buchstaben als a, b, c, d unterschieden

sein. Dabei bedeuten diese Buchstaben vorläufig nichts anderes
als Unterscheidungszeichen für die als selbständige Körper vor-

Boveri, Zellen-Studien VI. 3

The chromosome as a determinant of organism form

• 54 (3x18) chromosomes connect to a pair of 
centrosomes and do so randomly among the 4 
centrosomes. 

• Provides a means to modify the chromosome 
content of individual blastomeres and hence study 
their function. 

Development of dispermic Sea Urchin eggs. Contribution to the study of 
fertilisation and to the theory of the nucleus,  Theodor BOVERI, 1907

71

Uebersicht wegen, statt der (ungefähr) 18 Chromosomen i) des
Echinidenvorkerns nur 4 annehmen. Wir bezeichnen sie als a,

b, c und d ; das disperme Ei enthält also 3 a, 3 b, 3 c und 3 d.

Wo es uns darauf ankommt, die Kernangehörigkeit der einzelnen
Chromosomen auszudrücken, verwenden wir für den Eikern den
Index 1, für die beiden Spermakerne die Indices 2 und 3.

Was wir zu erwarten haben, ist folgendes:

1) In den einzelnen dispermen Keimen des Tetraster- oder
Triastertypus werden die primären Blastomeren sehr verschiedene
Kombinationen von normaler und pathologischer Entwickelung dar-
bieten können. Denn wie eine Betrachtung der Diagramme
Fig. XXVIII—XXXII für tetrazentrische Eier lehrt, wird es möglich
sein, daß alle 4 Blastomeren die richtige Chromosomen-Kombination
a b c d erhalten (Fig. XXVIII a, b) ; es wird vorkommen, daß

a b

/ aa

54 chr  
(3 haploid genomes)

108 chr  
(3 diploid 2N)

1 cell 1 cell 4 cells
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Fig. XXIX

bX^^^ 1

— 73 —
1

• Predictions of 
hypothetical 
chromosomal 
segregation patterns in 
tetraster eggs 

• Resonated with 
hereditary patterns from 
Mendel, rediscovered in 
~1900. 

• Boveri analysed the fate of developing sea urchin 
embryos 

• Embryos showed various defects/phenotypes. 
• Hypothesis: reflects defects in chromosome 

segregation  
• To test this further, Boveri split/disassembled the 

tetrasters in 4 blastomeres and studied their fate (H. 
Driesch) 

• Observation of a variety of fates from each blastomere

— 160 —
A. Dreier.

1) Zerlegungsversuche 2) Nachahmung
ganz normal 14,4 Proz, ganz normal 11 Proz.

2/3 normal 22,8 „
'

Vs . 40 „
ganz pathologisch 22,8 „

B. Vierer

1) Zerlegungs versuche
ganz normal Proz.
3/^ normal 4,5 „

V4 « 4,5 „

V4 .
.

54,5 „

ganz pathologisch 36,5 „

Vb
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— 104 —
In der zweiten oben beschriebenen und in Fig. 35 (Taf. V)

abgebildeten Sphaerechinuslarve haben wir die gleichen Kerndimen-
sionen, wie in dem eben besprochenen Pluteus, was wieder dafür
spricht, daß die Kerne des kleinkernigen Drittels 18, die der beiden
anderen etwa 45 Chromosomen enthalten.

Diesen Fällen mit so ungemein starken Kerndifferenzen stehen
nun andere gegenüber, bei denen die Unterschiede viel geringer
sind. Zwei Objekte seien angeführt, zunächst eines, wo sich wieder
drei verschiedene Kerngrößen unterscheiden lassen. Es ist die

oben schon wegen der sehr regelmäßigen Verteilung der drei

Drittel erwähnte, in Fig. 15 a (Taf. III) abgebildete Larve von
Strongylocentrotus. In Fig. 15 b sind optische Schnitte der linken

und rechten Scheitelwand gezeichnet, mit je 4 Kernen, welche
den typischen Größenunterschied zeigen, sowie einige Kerne des
dritten Drittels, welches das Mundfeld und den unteren Teil der
Hinterwand bildet, aus welch letzterem Bereich die gezeichneten
Kerne entnommen sind. Die Kernoberflächen der drei Drittel

verhalten sich ungefähr wie 2 : 2,5 : 3, die Chromosomenzahlen
müssen sich also, bei der Gesamtzahl 108, auf etwa 29, 36 und
43 belaufen (Fig. XLVIIIa). Daraus würden sich die Zahlen in

den A.equatorialplatten des Triasters als 11, 18 und 25 ergeben
(Fig. XLVIII b). Es ist kaum nötig, zu bemerken, daß bei diesen

b

Fig. XLVIII.

geringen Kerndifi'erenzen die berechneten Zahlen noch weniger
Anspruch auf Genauigkeit machen können, als bei den oben be-
trachteten starken Unterschieden.

In einem anderen Pluteus der gleichen Zucht (Fig. 14, Taf. III),

wo das Scheiteldrittel kleinkernig, die beiden anderen annähernd
gleichmäßig großkernig gefunden wurden, berechnen sich die
Chromosomenzahlen aus der relativen Kerngröße auf etwa 28, 40,

33 —
wir den Chromatinbestand der 4 simultan entstandeaen Tochter-
zellen. Die Gesamtsumme der Chromosomen in diesen 4 Zellen
muß, wie auch die Verteilung sein mag, stets 2 X 54 ^ 108 be-
tragen. Würde, was vorkommen könnte, die Verteilung eine so

gleichmäßige sein, daß jede der 4 Zellen die nämliche Zahl erhielte,
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Ich habe in dem Beispiel der Fig. VIII sehr große Zahlen-
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betragen haben. Hier wird in unserem Schema (Fig. Villa) die

Fig. VIII.

kleinste Zahl (6) von der größten (26) um mehr als das Vierfache

übertroffen, wogegen nach der Teilung (Fig. VIII c) der größte

Tochterkern mit 36 Chromosomen den kleinsten mit 18 nur um
das Doppelte übertrifft. Es rührt dies daher, daß sich der Chro-

matinbestand eines jeden Tochterkerns aus 2 Aequatorialplatten

rekrutiert.

Fassen wir nun die 54 Chromosomen einzeln ins Auge, so

folgt aus unseren Gesetzen unmittelbar, daß von irgend einem
Chromosoma x nur 2 Tochterzellen einen Anteil erhalten, wo-
gegen die beiden anderen von diesem bestimmten Chromosoma
nichts bekommen. Führen wir dies, der leichteren Uebersicht

halber, anstatt für 18 Chromosomen in jedem Vorkern, für 4 durch,

so mögen diese durch Buchstaben als a, b, c, d unterschieden

sein. Dabei bedeuten diese Buchstaben vorläufig nichts anderes
als Unterscheidungszeichen für die als selbständige Körper vor-

Boveri, Zellen-Studien VI. 3

• Quantitative approach by comparison of 
tetraster and triaster eggs 

    (To circumvent the fact that he could not track directly 
chromosome content per cell/phenotype)

• In tetrasters: 108 chromosomes to split 
randomly among 4: average 27/cell 

• In triasters: 108 chromosomes among 3: 36/cell 
which is the correct number. 

• Boveri observed more normal looking embryos in triasters, 
consistent with more frequent expected normal segregation 
of chromosomes.  

Development of dispermic Sea Urchin eggs. Contribution to the study of 
fertilisation and to the theory of the nucleus,  Theodor BOVERI, 1907
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Simulation 

150

versehene horizontale Platte ausgegossen, die, um das zu starke
Rollen der Kugeln zu vermeiden, mit Tuch überzogen ist. Nun
wird im Fall der Nachahmung einer 4-poligen Figur ein aus zwei
dünnen Leistchen zusammengefügtes Kreuz auf die Platte ge-
setzt, welches den Kreis in 4 Quadranten zerlegt (Fig. LXI).
Auf diese Weise werden die 54 Kugeln auf 4 Gruppen verteilt,

welche den 4 Aequatorialplatten des Tetrasters entsprechen.

1 .

151

der 4 Quadranten übertragen, in der Weise, daß die Kugeln 1

in die Reihe 1 zu liegen kommen u. s. w.

So ergibt sich aus der in Fig. LXI angenommenen Verteilung
die in Fig. LXII wiedergegebene Anordnung, die nun registriert

wird. Da die Verteilung der Chromosomen auf die 4 Blastomeren

i t m N

— 152 -
Der aus Fig. LXI und LXII abzuleitende Chroniosomenbestand

der vier primären Blastomeren ist in folgender Tabelle dargestellt

:

Elastomere

— 160 —
A. Dreier.

1) Zerlegungsversuche 2) Nachahmung
ganz normal 14,4 Proz, ganz normal 11 Proz.

2/3 normal 22,8 „
'

Vs . 40 „
ganz pathologisch 22,8 „

B. Vierer

1) Zerlegungs versuche
ganz normal Proz.
3/^ normal 4,5 „

V4 « 4,5 „

V4 .
.

54,5 „

ganz pathologisch 36,5 „

Vb

Data 

The chromosome as a determinant of organism form

Development of dispermic Sea Urchin eggs. Contribution to the study of 
fertilisation and to the theory of the nucleus,  Theodor BOVERI, 1907

• « Simulation » of the biological 
experiment: 

3 sets of 18 labelled wood beads. 
Mixed and poured on a plate with 4 
or 3 quadrants and looked at the 
statistics of segregation 

The 1st Genotype to Phenotype mapping



24
Thomas LECUIT   2024-2025

Plan

1. The egg as a « compressed information » state  
2. The genome as a carrier of developmental information 
3. Metaphors for the genome: blueprint, code script, program, etc. 
4. Properties of Genotype to Phenotype mapping 
5. Low dimensional representations 



Metaphors for the Genome
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• Blueprint 
• Code-script 
• Program 
• Recipe 
• Generative model

Genome

Information bottleneck
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The genome as a blueprint
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• The blueprint metaphor: a preformationist concept 
— detailed miniaturised plan, pre-specified/determined, that works as a reference 
— Isomorphic to final outcome 
— specifies the size, shape and list of components 
— fully deterministic in all details (cf. Descartes and machine metaphor) 
— does not specify « how to build » the object/organism 

?
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The genome as a code-script

20 ERWIN SCHRODINGER

every kind. And every particular physiological process that we
observe, either within the cell or in its interaction with the
environment, appears - or appeared thirty years ago - to
involve such enormous numbers of single atoms and single
atomic processes that all the relevant laws of physics and
physical chemistry would be safeguarded even under the very
exacting demands of statistical physics in respect of 'large
numbers'; this demand I illustratedjust now by the Yn rule.

Today, we know that this opinion would have been a
mistake. As we shall presently see, incredibly small groups of
atoms, much too small to display exact statistical laws, do
playa dominating role in the very orderly and lawful events
within a living organism. They have control of the observable
large-scale features which the organism acquires in the course
of its development, they determine important characteristics
of its functioning; and in all this very sharp and very strict
biological laws are displayed.

I must begin with giving a brief summary of the situation in
biology, more especially in genetics - in other words, I have
to summarize the present state of knowledge in a subject of
which I am not a master. This cannot be helped and I
apologize, particularly to any biologist, for the dilettante
character of my summary. On the other hand, I beg leave to
put the prevailing ideas before you more or less dogmatically.
A poor theoretical physicist could not be expected to produce
anything like a competent survey of the experimental evi-
dence, which consists of a large number of long and beauti-
fully interwoven series of breeding experiments of truly
unprecedented ingenuity on the one hand and of direct
observations of the living cell, conducted with all the refine-
ment of modern microscopy, on the other.

THE HEREDITARY CODE-SCRIPT (CHROMOSOMES)

Let me use the word 'pattern' of an organism in the sense in
which the biologist calls it 'the four-dimensional pattern',
meaning not only the structure and functioning of that
organism in the adult, or in any other particular stage, but theWhat is Life? 21

whole of its ontogenetic development from the fertilized egg
cell to the stage of maturity, when the organism begins to
reproduce itself. Now, this whole four-dimensional pattern is
known to be determined by the structure of that one cell, the
fertilized egg. Moreover, we know that it is essentially deter-
mined by the structure of only a small part of that cell, its
nucleus. This nucleus, in the ordinary 'resting state' of the
cell, usually appears as a network of chromatine, I distributed
over the cell. But in the vitally important processes of cell
division (mitosis and meiosis, see below) it is seen to consist of
a set of particles, usually fibre-shaped or rod-like, called the
chromosomes, which number 8 or 12 or, in man, 48. But I
ought really to have written these illustrative numbers as
2 X 4, 2 X 6, ... , 2 X 24, ... , and I ought-to have spoken of
two sets, in order to use the expression in the customary
meaning of the biologist. For though the single chromosomes
are sometimes clearly distinguished and individualized by
shape and size, the two sets are almost entirely alike. As we
shall see in a moment, one set comes from the mother (egg
cell), one from the father (fertilizing spermatozoon). I t is these
chromosomes, or probably only an axial skeleton fibre ofwhat
we actually see under the microscope as the chromosome, that
contain in some kind of code-script the entire pattern of the
individual's future development and of its functioning in the
mature state. Every complete set of chromosomes contains the
full code; so there are, as a rule, two copies of the la tter in the
fertilized egg cell, which forms the earliest stage of the future
individual.

In calling the structure of the chromosome fibres a code-
script we mean that the all-penetrating mind, once conceived
by Laplace, to which every causal connection lay immediately
open, could tell from their structure whether the egg would
develop, under suitable conditions, into a black cock or into a
speckled hen, into a fly or a maize plant, a rhododendron, a
beetle, a mouse or a woman. To which we may add, that the
appearances of the egg cells are very often remarkably similar;
IThe word means 'the substance which takes on colour', viz. in a certain dyeing
process used in microscopic technique.
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and even when they are not, as in the case of the compara-
tively gigantic eggs of birds and reptiles, the difference is not
so much in the relevant structures as in the nutritive material
which in these cases is added for obvious reasons.

But the term code-script is, of course, too narrow. The
chromosome structures are at the same time instrumental in
bringing about the development they foreshadow. They are
law-code and executive power - or, to use another simile, they
are architect's plan and builder's craft - in one.

GROWTH OF THE BODY BY CELL DIVISION

(MITOSIS)

How do the chromosomes behave in ontogenesis?I
The growth of an organism is effected by consecutive cell

divisions. Such a cell division is called mitosis. I t is, in the life
of a cell, not such a very frequent event as one might expect,
considering the enormous number of cells ofwhich our body is
composed. In the beginning the growth is rapid. The egg
divides into two 'daughter cells' which, at the next step, will
produce a generation of four, then of 8, 16, 32, 64, ... , etc.
The frequency of division will not remain exactly the same in
all parts of the growing body, and that will break the
regularity of these numbers. But from their rapid increase we
infer by an easy computation that on the average as few as 50
or 60 successive divisions suffice to produce the number of
cells2 in a grown man - or, say, ten times the number,2 taking
into account the exchange of cells during lifetime. Thus, a
body cell of mine is, on the average, only the 50th or 60th
'descendant' of the egg that was I.

IN MITOSIS EVERY CHROMOSOME IS DUPLICATED

How do the chromosomes behave on mitosis? They duplicate

'Ontogenesis is the development of the individual, during its lifetime, as opposed to
phylogenesis, the development of species within geological periods.

2Very roughly, a hundred or a thousand (English) billions.

E. Schrödinger 
(1887-1961)

1944

Rationalist, deterministic view
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The genome as a code-script

E. Schrödinger 
(1887-1961)

• Compression: 
How can the code-script be so 
miniature, in a single/2 copies? 
—Highly ordered atomic arrangement 
(« aperiodic crystal ») 
—Combinatorial arrangements  

What is Life? 61

properly call that an aperiodic crystal or solid and express our
hypothesis by saying: We believe a gene - or perhaps the
whole chromosome fibre I

- to be an aperiodic solid.

THE VARIETY OF CONTENTS COMPRESSED IN THE

MINIATURE CODE

It has often been asked how this tiny speck of material, the
nucleus of the fertilized egg, could contain an elaborate
code-script involving all the future development of the organ-
ism. A well-ordered association of atoms, endowed with
sufficient resistivity to keep its order permanently, appears to
be the only conceivable material structure that offers a variety
of possible ('isomeric') arrangements, sufficiently large to
embody a complicated system of 'determinations' within a
small spatial boundary. Indeed, the number of atoms in such
a structure need not be very large to produce an almost
unlimited number of possible arrangements. For illustration,
think of the Morse code. The two different signs of dot and
dash in well-ordered groups of not more than four allow of
thirty different specifications. Now, if you allowed yourself the
use of a third sign, in addition to dot and dash, and used
groups of not more than ten, you could form 88,S72 different
'letters'; with five signs and groups up to 25, the number is
372,529,029,846, 191,4°5.

It may be objected that the simile is deficient, because our
Morse signs may have different composition (e.g..- - and ..-)
and thus they are a bad analogue for isomerism. To remedy
this defect, let us pick, from the third example, only the
combinations of exactly 25 symbols and only those containing
exactly S out of each of the supposed S types (S dots, S dashes,
etc.). A rough count gives you the number of combinations as
62,33°,000,000,000, where the zeros on the right stand for
figures which I have not taken the trouble to compute.

Of course, in the actual case, by no means 'every' arrange-
ment of the group of atoms will represent a possible molecule;
moreover, it is not a question of a code to be adopted
IThat it is highly flexible is no objection; so is a thin copper wire.

• The fidelity conundrum: 
How can a cell encode the high-
fidelity information/code-script from 
which the future organism is built? 
Expected precision is supposed to 
scale as 1/N1/2, with N particles. 
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• DNA on chromosomes is the carrier of hereditary information 

DNA — Watson and Crick 1953
& Rosalind Franklin, M. Wilkins

©          Nature Publishing Group1953

©          Nature Publishing Group1953
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©          Nature Publishing Group1953



From chromosomes to DNA

30
Thomas LECUIT   2024-2025

• Characterization of genomic information flow

© 1970 Nature Publishing Group
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The latter was the transfer postulated by Gamow, from 
(~ouble _stranded) DNA to protein, though by that time 
his particular theory had been disproved. 

The third class consisted of the three transfers thf 
arrows of which have been omitted from Fig. 2. Thos 
were tho transfers : 

III (a) 
III (b) 
III (c) 

Protein-+ Protein 
Protein-+ RNA 
Protein-+DNA 

The general opinion at the time was that class I almost 
certainly existed, class II was probably rare or absent, 
and that class III was very unlikely to occur. The 
decision had to be made, therefore, whether to assume 
that only class I transfers occurred. There were, however, 
no overwhelming structural reasons why the transfer in 
class II should not be impossible. In fact, for all we 
knew, the replication of all RNA viruses could have gone 
by way of a DNA intermediate. On the other hand, there 
were good general reasons against all the three possible 
transfers in class III. In brief, it was most unlikely, for 
stereochemical reasons, that protein-+protein transfer 
could be done in the simple way that DNA-+DNA transfer 
was envisaged. The transfer protein-+RNA (and the 
analogous protein-+DNA) would have required (back) 
translation, that is, the transfer from one alphabet to a 
structurally quite different one. It was realized that 
forward translation involved very complex machinery. 
Moreover, it seemed unlikely on general grounds that this 
machinery could easily work backwards. The only reason-
able alternative was that the cell had evolved an entirely 
separate set of complicated machinery for back translation, 
and of this there was no trace, and no reason to believe 
that it might be needed. 

I decided , therefore, to play safe, and to state as the 
basic assumption of the new molecular biology the non-
existence of transfers of class III. Because these were all 
the possible transfers from protein, the central dogma 
could be stated in the form "once (sequential) information 
has passed into protein it cannot get out again"•. About 
class II, I decided to remain discreetly silent. 

At this stage I must make four points about the formula-
tion of the central dogma which have occasionally pro-
duced misunderstandings. (See, for example, Commoner 5 : 

his error has been pointed out by Fleischman• and on 
more general grounds by Hershey•.) 

(1) It says nothing about what the machinery of 
transfer is made of, and in particular nothing about 
errors. (It was assumed that, in general, the accuracy of 
transfer was high.) 

(2) It says nothing about control mechanisms-that is, 
about the rate at which the processes work. 

(3) It was intended to apply only to present-day 
organisms, and not to events in the remote past, such as 
the origin of life or the origin of the code. 

(4) It is not the same, as is commonly assumed, as the 
sequence hypothesis, which was clearly distinguished 
from it in the same article4 • In particular the sequence 
hypothesis was a positive statement, saying that the 
(overall) transfer nucleic acid-+protein did exist, whereas 
the central dogma was a negative statement, saying that 
transfers from protein did not exist. 

In looking back I am struck not only by the brashness 
which a llowed us to venture powerful statements of a 
very general nature, but also by the rather delicate 
discrimination used in selecting what statements to make. 
Time has shown that not everybody appreciated our 
restraint . 

So much for the history of the subject. What of the 
present ? I think it, is clear that the old classification, 
though useful at the time, could be improved, and I 
suggest that the nine possible transfers be regrouped 
tentatively into three classes. I propose that these be 
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Fig. 3. A tentative classification for the present day. Solid arrows show 
general transfers; dotted arrows show special transfers. Again, the 
absent arrows are the undetected transfers specified by the central 

dogma. 

called general transfers, special transfers and unknown 
transfers. 

General and Special Transfers 
A general transfer is one which can occur in all cells. 

The obvious cases are 
DNA-DNA 
DNA-+RNA 
RNA-,.Protein 

Minor exceptions, such as the mammalian reticulocyte, 
which probably lacks the first two of these, should not 
exclude. 

A special transfer is one which does not occur in most 
cells, but may occur in special circumstances. Possible 
candidates are 

RNA-+RNA 
RNA-+DNA 
DNA-+Protein 

At the present time tho first two of these have only been 
shown in certain virus-infected cells. As far as I know 
there is no evidence for the third except in a special cell-
free system containing neomycin8 , though by a trick it 
could probably be ma.de to happen, using n eomycin, in an 
intact bacterial cell. 

Unknown Transfers 
These aro the three transfers which the central dogma 

postulates never occur: 
Protein-+Protein 
Protein-+DNA 
Protein-+RNA 

Stated in this way it is clear that the special transfers 
a.re those about which there is the most uncertainty. It 
might indeed have "profound implications for molecular 
biology" 1 if any of these special transfers could bo shown 
to be general, or-if not in all cells-at least to be widely 
distributed. So far, however, there is no evidence for the 
first two of these except in a cell infected with an RNA 
virus. In such a cell the central dogma demands that at 
least one of the first two special transfers should occur-
this statement, incidentally, shows the power of tho 
central dogma in making theoretical predictions. Nor, as 
I have indicated, is there any good theoretical reason why 
the transfer RNA-DNA should not, sometimes bo used. 
I have never suggested that it cannot occur, nor, as far as 
I know, have any of my colleagues. 

Although the details of the classificat,ion proposed here 
are plausible, our knowledge of molecular biology, even 
in one cell-kt alone for a ll tho organisms in nature-
is still far too incomplete to allow us to assert dogmatically 
that it is correct. (There is, for example, the problem of 
the chemical nature of the agent, of the disease scrapie: 
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Central Dogma of Molecular Biology 
by 
FRANCIS CRICK 
MRC Laboratory of Molecular Biology, 
Hills Road, 
Cambridge CB2 2QH 

The central dogma of molecular biology deals with the detailed 
residue-by-residue transfer of sequential information. It states 
that such information cannot be transferred from protein to either 
protein or nucleic acid. 

"The central dogma, enunciated by Crick in 1958 and the 
keystone of molecular biology ever since, is likely to prove a 
considerable over-simpllflcation." 

THIS quotation is taken from the beginning of an unsigned 
article1 headed "Central dogma reversed", recounting the 
very important work of Dr Howard Temin2 and others• 
showing that an RNA tumour virus can use viral RNA 
as a template for DNA synthesis. '£his is not the first 
time that the idea of the central dogma has boen mis-
understood, in one way or another. In this article I 
explain why the term was originally introduced, its true 
meaning, and state why I think that, properly under-
stood, it is still an idea of fundamental importance. 

The central dogma was put forward• at a period when 
much of what we now know in molecular genetics was not 
established. All we had to work on were certain frag-
mentary experimental results , themselves often rather 
uncertain and confused, and a boundless optimism that 
the basic concepts involved were rather simple and 
probably much the same in all living things. In such a 
situation well constructed theories can play a really useful 
part in stating problems clearly and thus guiding experi-
ment. 

The two ctintral concepts which had been produced, 
originally without any explicit statement of the simplifica-
tion being introduced, were those of sequential infonnation 
and of defined alphabets. Neither of these steps was 
trivial. Because it was abundantly clear by that time 
that a protein had a well defined three dimensional struc-
ture, and that its activity depended crucially on this 
structure, it was necessary to put the folding-up process 
on one side, and postulate that , by and large, the poly-
peptide chain folded itself up. This temporarily reduced 
thfl central problem from a three dimensional one to a 
one dimensional one. It was also necessary to argue 
that in spite of the miscellaneous list of amino-acids 
found in proteins (as then given in all biochemical text-
books) some of them, such as phosphoserine, were second-
ary modifications ; and that there was probably a universal 
set of twenty used throughout nature. In the samo way 
minor modifications to the nucleic acid bases were ignored; 
nra.cil in RN A was considered to be informationally 

n 
DNA 
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RNA ____ PROTEIN u u 

Fii;. 1. The arrows show all the possible simple transfers between the 
three familiea of polymers. They represent the directional flow of 

detailed oequence !nfol'mation. 

analogous to thymine in DNA, thus giving four standard 
symbols for the components of nucleic acid. 

The principal problem could then be stated as the 
formulation of the general rules for information transfer 
from one polymer with a defined alphabet to anothor. 
This could be compactly represented by the diagram of 
Fig. 1 (which was actually drawn at that time, though I 
am not sure that it was ever published) in which all 
possible simple transfers were represented by arrows. 
The arrows do not, of course, represent the fiow of matter 
but the directional flow of detailed, residue-by-residue, 
sequence information from ono polymer molecule to 
another. 

Now if all possible transfers commonly occurred it 
would have been almost impossible to construct useful 
theories. Nevertholess, such theories were part of our 
everyday discussions. This was because it was being 
tacitly assumed that certain transfers could not occur. 
It occurred to me that it would be wise to :state these 
preconceptions explicitly. 

n 
DNA 

/1\\ 
RNA PROTEIN u 

l<'ig. 2. The arrows show the situation as it seemed in 1958. Solid arrows 
represent probable transfers, dotted arrows possible transfers. The 
absent arrows (compare J!'ig. 1) represent the impossible transfers 
postulated by the central dogma. They are the three possible arrows 

starting from protein. 

A little analysis showed that the transfer could be 
divided roughly into three groups. The first group was 
those for which some evidence, direct or indirect, smimed 
to exist. These are shown by the solid arrows in Fig. 2. 
They wore: 

I (a) DNA-DNA 
I (b) DNA-RNA 
I (c) RNA-Protein 
I (d) RNA-+RNA 

The last of these transfers was presumed to occur because 
of the existence of RNA viruses. 

Next there were two transfers (Rhown in Fig. 2 as dntted 
arrows) for which there was neither any experimental 
evidence nor any strong th,;orot-ical requirPrnent. 'l'hey 
were 
II (a) RNA-+DNA (see the reference to Tomin's work2 ) 

II (b) DNA-Protein 
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The central dogma — Crick 1970

F. Crick (1916-2004) 

166 CHAPTER 3. WHEN: STOPWATCHES AT MANY SCALES
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Figure 3.12: The processes of the central dogma. DNA is replicated to make a
second copy of the genome. Transcription refers to the process in which RNA
polymerase makes an mRNA molecule. Translation refers to the synthesis of a
polypeptide chain whose sequence is dictated by the arrangement of nucleotides
on mRNA.

R. Phillips, J. Kondev, J. Thériot & H. Garcia. Physical Biology of the Cell (Garland Science) 2012
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• Density of information in the genome  

INFORMATION DENSITY OF VIRUSINFORMATION DENSITY OF HARD DRIVE

5 × 1012 letters

100 cm3

letters

cm3≈ 5 × 1010 10,000 letters

105 nm3

letters

cm3≈ 1020

The genome as a code-script

Human: ~ 109 letters / 10 µm3

Information bottleneck
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• « Schrödinger’s fundamental error » 

Sydney Brenner (1927-2019)

Chromosomes are not builders

asking big questions: what is a physics of living systems? 4

Challenges and common features that define a physics of living sys-
tems

However, the questions Schrödinger raised have not disappeared.
Any attempt at understanding living systems must deal with numer-
ous challenges. I highlight a few here that I feel distinguish living
systems from inanimate matter.

• Living systems operate out of equilibrium and seem to create
order by consuming energy.

• Living systems seem self-organize into complex systems with
heterogeneous interacting parts.

• Living systems are historical and have evolved.

• Living systems must perform complex computations and informa-
tion processing tasks, responding and adapting.

• Living systems self-replicate with high precision and pass on
information with high fidelity despite being made by noisy parts.

Any biological system must deal with all these complexities.

An exercise in detecting life: What can we measure and observe?

The question still remains how we can operationalize these character-
istics of life. This is not just a thought exercise. For example, people
from NASA

Von Neumann’s argument relating life to computation

Of the four properties discussed in the last section, the relationship
with computation is, perhaps, the most abstract and hardest to un-
derstand 4. 4 In class, I assign students to read Von

Neumann "The General and Logical
Theory of Automata", especially the
section entitled THE CONCEPT OF
COMPLICATION: SELF- REPRO-
DUCTION p312-319 and we have a
discussion

The key insight in this regard is provided by Von Neumann
who related the ability of living systems to self-reproduction to the
ideas of universal computation developed by Turing. Using this in-
sight, Von Neumann essentially fixed what Sydney Brenner calls
Schrödinger’s Fundamental Error:

“Schrödinger says that the chromosomes contain the information to
specify the future organism and the means to execute it and thats not
true. The chromosomes contain the information to specify the future
organization and a description of the future means to implement it, but not
the means themselves.” 5. 5 This YouTube video by Sydney Bren-

ner is well worth watching for a dis-
cussion of these ideas https://www.
youtube.com/watch?v=5Ictxz1XCiY‘’The code script contains a description of the executive function, 

not the function itself.”

The genome as a codescript22 ERWIN SCHRODINGER

and even when they are not, as in the case of the compara-
tively gigantic eggs of birds and reptiles, the difference is not
so much in the relevant structures as in the nutritive material
which in these cases is added for obvious reasons.

But the term code-script is, of course, too narrow. The
chromosome structures are at the same time instrumental in
bringing about the development they foreshadow. They are
law-code and executive power - or, to use another simile, they
are architect's plan and builder's craft - in one.

GROWTH OF THE BODY BY CELL DIVISION

(MITOSIS)

How do the chromosomes behave in ontogenesis?I
The growth of an organism is effected by consecutive cell

divisions. Such a cell division is called mitosis. I t is, in the life
of a cell, not such a very frequent event as one might expect,
considering the enormous number of cells ofwhich our body is
composed. In the beginning the growth is rapid. The egg
divides into two 'daughter cells' which, at the next step, will
produce a generation of four, then of 8, 16, 32, 64, ... , etc.
The frequency of division will not remain exactly the same in
all parts of the growing body, and that will break the
regularity of these numbers. But from their rapid increase we
infer by an easy computation that on the average as few as 50
or 60 successive divisions suffice to produce the number of
cells2 in a grown man - or, say, ten times the number,2 taking
into account the exchange of cells during lifetime. Thus, a
body cell of mine is, on the average, only the 50th or 60th
'descendant' of the egg that was I.

IN MITOSIS EVERY CHROMOSOME IS DUPLICATED

How do the chromosomes behave on mitosis? They duplicate

'Ontogenesis is the development of the individual, during its lifetime, as opposed to
phylogenesis, the development of species within geological periods.

2Very roughly, a hundred or a thousand (English) billions.
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Self-reproducing automata

conference, 1948. publication,1951

(1903-1957)

The General and Logical Theory of Automata

• Established a link between the 
ability of cells and organisms to 
self-reproduce and the theory of 
universal computation in 
automata/machines developed 
by Turing (1936). 

• According to this view, Life is 
intimately linked to computation 
and information processing 

Von Neumann, J., 1951. In: Jeffress, L.A.
(Ed.), Cerebral Mechanisms of Behavior: The Hixon Symposium. 
John Wiley and Sons, New York, pp. 1–41.
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Self-reproducing automata

(1903-1957)

The General and Logical Theory of Automata

At the confluence of two philosophical heritages

— Living organisms are deterministic machines (Descartes, 1662) 
— Logic and rationality (Leibniz,1666): calculus ratiocinator using the characteristica universalis 

A formal language to decide whether a proposition is true or false.  
Used in a machine that conducts universal logical calculus, including arithmetic operations

"The history of the modern computing 
machine goes back to Leibniz and Pascal. 
Indeed, the general idea of a computing 
machine is nothing but a mechanization of 
Leibniz's calculus ratiocinator."

Norbert Wiener (1948)
calculus ratiocinator 
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The General and Logical Theory of Automata

Self-reproducing automata

J. von Neumann           

• Living organisms can self-reproduce: they produce 
structures of equal or even increased complexity 
during evolution. 

• However, Artificial machines degenerate in 
complexity during production (factories are more 
complex than the machines they produce: 
production, control etc).   

• Is it possible to conceive a machine/automaton that 
self-replicates?  

• What is the threshold of complexity above which 
machines can self-replicate? 

Von Neumann, J., 1951. In: Jeffress, L.A.
(Ed.), Cerebral Mechanisms of Behavior: The Hixon Symposium. 
John Wiley and Sons, New York, pp. 1–41.
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The General and Logical Theory of Automata

Self-reproducing automata

A. Turing   (1912-1954)

The Main Result of the Turing Theory.  

We might expect a priori that this is impossible. How can 
there be an automaton which is at least as effective as any 
conceivable automaton, including, for example, one of twice 
its size and complexity? 

This automaton, which is constructed to read a description 
and to imitate the object described, is then the universal 
automaton in the sense of Turing. 

Turing’s theory of computing automata: 

An automaton is able to "form" a certain sequence if it is 
possible to specify a finite length of tape, feed it to the 
automaton such that it will write the sequence on the tape.  

The finite piece of tape constitutes the "instruction" of the 
automaton for this problem. 

An automaton is "universal" if it simulates all possible Turing 
machines: any sequence that can be produced by any 
automaton (a Turing machine)  can also be solved by this 
particular automaton that simulates it. 

- Tape (infinite) 
- Reading/writing Head 
- State register 
- Transition table (a function of 

what is read and state)

Turing, A. M. Proc. Lond. Math. Soc. s2–42,
230–265 (1936).

Turing machine is an abstract entity:



D

D

ID

ID

A B C

37
Thomas LECUIT   2024-2025

(a) Automaton A, which when furnished the description of any other 
automaton in terms of appropriate functions, will construct that entity. 

A description in this sense will be called an instruction and denoted by a 
letter I 

  

Self-reproducing automata

• Requirements (to avoid degenerate complexity): 
— Copying the machine (A) 
— Copying the instructions to make the machine (B)

E
Read

Copy
Build

Read

(b) Automaton B, which can make a copy of any instruction  I 

 that is furnished to it.  

This automaton is nothing more subtle than a « reproducer ». ( c ) 

(c) Combine the automata A and B with each other,  
and with a control mechanism C. 
C will first cause A to construct the automaton which is described by this 
instruction I. Next C will cause B to copy the instruction I, and insert the 
copy into the automaton, which has just been constructed by A. Finally, C 
will separate this construction from the system A + B + C.

E= D + ID = A + ID + B + C

(d) denote D = A + B + C. D requires an instruction I.  

Form an instruction ID, which describes this automaton D, 
and insert to into A within D. Call the aggregate which 
now results E. 

E is self-reproductive
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Outline of the Derivation o f the Theorem Regarding Self-reproduction. 
First of all, it is possible to give a complete description of every thing that 
is an automaton in the sense considered here. This descrip tion is to be 
conceived as a general one, that is, it will again contain empty spaces. 
These empty spaces have to be filled in with the func tions which describe 
the actual structure of an automaton. As before, the difference between 
these spaces filled and unfilled is the difference between the description of 
a specific automaton and the general description of a general automaton. 
There is no difficulty of principle in describing the following automata. 

' (a) Automaton A, which when furnished the description of any other 
automaton in terms of appropriate functions, will construct that entity. The 
description should in this case not be given in the form of a marked tape, 
as in Turing's case, because we will not normally choose a tape as a 
structural element. It is quite easy, however, to describe combinations of 
structural elements which have all the notational properties of a tape with 
fields that can be marked. A description in this sense will be called an 
instruction and denoted by a letter 1. 

"Constructing" is to be understood in the same sense as before. The 
constructing automaton is supposed to be placed in a reservoir in which all 
elementary components in large numbers are floating, and it will effect its 
construction in that milieu. One need not worry about how a fixed 
automaton of this sort can produce others which are larger and more 
complex than itself. In this case the greater size and the higher complexity 
of the object to be constructed will be reflected in a presumably still 
greater size of the instructions 1 that have to be furnished. These 
instructions, as pointed out, will have to be aggregates of elementary parts. 
In this sense, certainly, an entity will enter the process whose size and 
complexity is determined by the size and complexity of the object to be 
constructed. 

In what follows, all automata for whose construction the facility A will 
be used are going to share with A this property. All of them will have a 
place for an instruction 1, that is, a place where such an instruction can be 
inserted. When such an automaton is being described ( as, for example, by 
an appropriate instruction), the specification of the location for the 
insertion of an instruction 1 in the foregoing sense is understood to form a 
part of the description. We may, therefore, talk of "inserting a given 
instruction 1 into a given automaton," without any further explanation. 

(b) Automaton B, which can make a copy of any instruction 1 that is 
furnished to it. 1 is an aggregate of elementary parts in the sense 

 

outlined in (a), replacing a tape. This facility will be used when 1 
furnishes a description of another automaton. In other words, this 
automaton is nothing more subtle than a "reproducer"-the machine which 
can read a punched tape and produce a second punched tape that is 
identical with the first. Note that this automaton, too, can produce objects 
which are larger and more complicated than itself. Note again that there is 
nothing surprising about it. Since it can only copy, an object of the exact 
size and complexity of the output will have to be furnished to it as input. 

After these preliminaries, we can proceed to the decisive step. 
( c ) Combine the automata A and B with each other, and with a control 

mechanism C which does the following. Let A be furnished with an 
instruction 1 (again in the sense of [a] and [b] ). Then C will first cause A 
to construct the automaton which is described by this instruction 1. Next C 
will cause B to copy the instruction 1 referred to above, and insert the 
copy into the automaton referred to above, which has just been constructed 
by A. Finally, C will separate this construction from the system A + B + C 
and "turn it loose" as an independent entity. 

( d ) Denote the total aggregate A + B +  C by D. 
(e) In order to function, the aggregate D = A + B + C must be furnished 

with an instruction 1, as described above. This instruction, as pointed out 
above, has to be inserted into A. Now form an instruction ID, which 
describes this automaton D, and insert to into A within D. Call the 
aggregate which now results E. 

E is clearly self-reproductive. Note that no vicious circle is involved. 
The decisive step occurs in E, when the instruction ID, describing D, is 
constructed and attached to D. When the construction (the copying) of ID 
called for, D exists already, and it is in no wise modified by the 
construction of ID.  ID is simply added to form E. Thus there is a definite 
chronological and logical order in which D and ID have to be formed, and 
the process is legitimate and proper according to the rules of logic. 

Interpretations of This Result and of Its Immediate Extensions. The 
description of this automaton E has some further attractive sides, into 
which I shall not go at this time at any length. For instance, it is quite clear 
that the instruction ID is roughly effecting the functions of a gene. It is also 
clear that the copying mechanism B performs the fundamental act of 
reproduction, the duplication of the genetic material, which is clearly the 
fundamental operation in the multiplication of living cells. It is also easy 
to see how arbitrary alterations of the system E, and in particular of ID, can 
exhibit certain typical traits which appear 
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in connection with mutation, lethally as a rule, but with a possibility of 
continuing reproduction with a modification of traits. It is, of course, 
equally clear at which point the analogy ceases to be valid. The natural 
gene does probably not contain a complete description of the object whose 
construction its presence stimulates. It probably contains only general 
pointers, general cues. In the generality in which the foregoing 
consideration is moving, this simplification is not attempted. It is, 
nevertheless, clear that this simplification, and others similar to it, are in 
themselves of great and qualitative importance. We are very far from any 
real understanding of the natural processes if we do not attempt to 
penetrate such simplifying principles. 

Small variations of the foregoing scheme also permit us to construct 
automata which can reproduce themselves and, in addition, construct 
others. ( Such an automaton performs more specifically what is probably 
a-if not the-typical gene function, self-reproduction plus production-or 
stimulation of production-of certain specific enzymes.) Indeed, it suffices 
to replace the ID by an instruction ID+F., which describes the automaton D 
plus another given automaton F. Let D, with ID+F. inserted into A within it, 
be designated by EF This EF clearly has the property already described. It 
will reproduce itself, and, besides, construct F. 

Note that a "mutation" of EF, which takes place within the F-part of ID+F 
in EF, is not lethal. If it replaces F by F', it changes EF into EF’ that is, the 
"mutant" is still self-reproductive; but its by-product is changed-F' instead 
of F. This is, of course, the typical non-lethal mutant. 

All these are very crude steps in the direction of a systematic theory of 
automata. They represent, in addition, only one particular direction. This 
is, as I indicated before, the direction towards forming a rigorous concept 
of what constitutes "complication." They illustrate that "complication" on 
its lower levels is probably degenerative, that is, that every automaton that 
can produce other automata will only be able to produce less complicated 
ones. There is, however, a certain minimum level where this degenerative 
characteristic ceases to be universal. At this point automata which can 
reproduce themselves, or even construct higher entities, become possible. 
This fact, that complication, as well as organization, below a certain 
minimum level is degenerative, and beyond that level can become 
self-supporting and even increasing, will clearly play an important role in 
any future theory of the subject. 
 

 

 
DISCUSSION  

 
 

DR MC CULLOCH: I confess that there is nothing I envy Dr. von Neumann 
more than the fact that the machines with which he has to cope are those 
for which he has, from the beginning, a blueprint of what the machine is 
supposed to do and how it is supposed to do it. Unfortunately for us in the 
biological sciences-or, at least, in psychiatry-we are presented with an 
alien, or enemy's, machine. We do not know exactly what the machine is 
supposed to do and certainly we have no blueprint of it. In attacking our 
problems, we only know, in psychiatry, that the machine is producing 
wrong answers. We know that, because of the damage by the machine to 
the machine itself and by its running amuck in the world. However, what 
sort of difficulty exists in that machine is no easy matter to determine. 

As I see it what we need first and foremost is not a correct theory, but 
some theory to start from, whereby we may hope to ask a question so that 
we'll get an answer, if only to the effect that our notion was entirely 
erroneous. Most of the time we never even get around to asking the 
question in such a form that it can have an answer. 

I'd like to say, historically, how I came to be interested in this particular 
problem, if you'll forgive me, because it does bear on this matter. I came, 
from a major interest in philosophy and mathematics, into psychology 
with the problem of how a thing like mathematics could ever arise-what 
sort of a thing it was. For that reason, I gradually shifted into psychology 
and thence, for the reason that I again and again failed to find the 
significant variables, I was forced into neurophysiology. The attempt to 
construct a theory in a field like this, so that it can be put to any 
verification, is tough. Humorously enough, I started entirely at the wrong 
angle, about 1919, trying to construct a logic for transitive verbs. That 
turned out to be as mean a problem as modal logic, and it was not until I 
saw Turing's paper that I began to get going the right way around, and 
with Pitta' help formulated the required logical calculus. What we thought 
we were doing (and I think we succeeded fairly well) was treating the 
brain as a Turing machine; that is, as a device which could perform the 
kind of functions which a brain must perform if it is only to go wrong and 
have a psychosis. The important thing was, for us, that we had to take a 
logic and subscript it for the time of the occurrence of a signal ( which is, 
if you will, no more than a proposition on the move). This was needed in 
order to construct theory enough to 3e able to state how a nervous system 
could do anything. The delightful thing is that the very simplest set of 
appropriate assumptions is 
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Self-reproducing automata and cells

DNA (genes + …) (1953)

Biological InstantiationUniversal Self-Replicator (1948)

ID     Instructions for automata

Transcription (1961) 
Codon (1961), Translation 
machineries (mid 50s) 
(DNA, mRNA, RNA 
polymerase, ribosomes)

A     Automaton that 
constructs an automaton 
based on instruction ID

Replication machinery (1956) 
DNA polymerase, 
topoisomerase, etc

B     Automaton that copies ID

Gene regulation (1961) 
Signal transduction (70-80s)

C    Control module for A+B

Whole cellular machinary 
excluding DNA

Cell

D    Universal Turing Machine

E    Self-Replicator
E= D + ID = A + ID + B + C



Are the instructions/is the information strictly in the DNA? 
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D

D

ID

ID

A B C
E

Is the information complete in the genome?

• ID encodes A, B and C.  
• This picture suggests that A, as it builds D, the cell, 

provides building blocks that, with an energy source, self-
assemble or self-organise into a cell (membrane, 
organelles etc). 

• However, a cell does not strictly self-organise. It requires a 
structured template on top of chemical components.  

• Thought experiment: grind a cell into chemical 
condensate. Does it reform?

• Structural heredity provides additional source of 
information at any time (see course #5 -10 dec) 

• These structures result from evolution of cellular 
mechanisms

Self-reproducing automata and cells
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• What in the genome is a de facto a blueprint:  
The coding sequence of proteins 
There is a direct, linear mapping of DNA into RNA and Proteins. 

The genome as a blueprint/code-script ?

• What is not a blueprint:  
The means of controlling the execution of the code in space and time. 
This requires a whole cellular and organismal environment. 



41
Thomas LECUIT   2024-2025

The genome as a program

J. Mol. Biol. (HIGl) 3, 318-35G

REVIEW ARTICLE

Genetic Regulatory Mechanisms in the Synthesis
of Proteins t

FRAN90IS JACOB AND JACQUES MONOD

Services de Gcnetique Microbienne et de Biochimie Cellulaire,
lnstitut Pasteur, Paris

(Received 28 December 1960)

The synthesis of enzymes in bacteria follows a double genetic control. The so-
called structural genes determine the molecular organization of the proteins.
Other, functionally specialized, genetic determinants, called regulator and operator
genes, control the rate of protein synthesis through the intermediacy of cytoplas-
mic components or repressors. The repressors can be either inactivated (induction)
or activated (repression) by certain specific metabolites. This system of regulation
appears to operate directly at the level of the synthesis by the gene of a short-
lived intermediate, or messenger, which becomes associated with the ribosomes
where protein synthesis takes place.

1. Introduction

According to its most widely accepted modern connotation, the word "gene" designates
a DNA molecule whose specific self-replicating structure can, through mechanisms
unknown, become translated into the specific structure of a polypeptide chain.

This concept of the "structural gene" accounts for the multiplicity, specificity and
genetic stability of protein structures, and it implies that such structures are not
controlled by environmental conditions or agents. It has been known for a long time,
however, that the synthesis of individual proteins may be provoked or suppressed
within a cell, under the influence of specific external agents, and more generally that
the relative rates at which different proteins are synthesized may be profoundly
altered, depending on external conditions. Moreover, it is evident from the study of
many such effects that their operation is absolutely essential to the survival of the cell.

It has been suggested in the past that these effects might result from, and testify
to, complementary contributions of genes on the one hand, and some chemical factors
on the other in determining the final structure of proteins. This view, which con-
tradicts at least partially the" structural gene" hypothesis, has found as yet no experi-
mental support, and in the present paper we shall have occasion to consider briefly some
of this negative evidence. Taking, at least provisionally, the structural gene hypothesis
in its strictest form, let us assume that the DNA message contained within a gene is
both necessary and sufficient to define the structure of a protein. The elective effects
of agents other than the structural gene itself in promoting or suppressing the syn-
thesis of a protein must then be described as operations which control the rate of
transfer of structural information from gene to protein. Since it seems to be established

t This work has been aided by grants from the National Science Foundation, the Jane Coffin
Childs Moruoria.l Fund for Medical Research and the Commissariat it l'Energie Atomique.
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Being a practicing biologist I feel that 
I cannot attempt the kind of analysis of 
cause and effect in biological phenom- 
ena that a logician would undertake. I 
would instead like to concentrate on the 
special difficulties presented by the clas- 
sical concept of causality in biology. 
From the first attempts to achieve a 
unitary concept of cause, the student of 
causality has been bedeviled by these 
difficulties. Descartes's grossly mecha- 
nistic interpretation of life, and the log- 
ical extreme to which his ideas were 
carried by Holbach and de la Mettrie, 
inevitably provoked a reaction leading 
to vitalistic theories which have been in 
vogue, off and on, to the present day. 
I have only to mention names like 
Driesch (entelechy), Bergson (elan vi- 
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tal), and Lecomte du Noiiy, among the 
more prominent authors of the recent 
past. Though these authors may differ 
in particulars, they all agree in claiming 
that living beings and life processes can- 
not be causally explained in terms of 
physical and chemical phenomena. It 
is our task to ask whether this assertion 
is justified, and if we answer this ques- 
tion with "no," to determine the source 
of the misunderstanding. 

Causality, no matter how it is defined 
in terms of logic, is believed to contain 
three elements: (i) an explanation of 
past events ("a posteriori causality"); 
(ii) prediction of future events; and 
(iii) interpretation of teleological-that 
is, "goal-directed"-phenomena. 

The three aspects of causality (ex- 
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planation, prediction, and teleology) 
must be the cardinal points in any dis- 
cussion of causality and were quite 
rightly singled out as such by Nagel (1). 
Biology can make a significant contri- 
bution to all three of them. But before I 
can discuss this contribution in detail, 
I must say a few words about biology 
as a science. 

Biology 

The word biology suggests a uniform 
and unified science. Yet recent develop- 
ments have made it increasingly clear 
that biology is a most complex area- 
indeed, that the word biology is a label 
for two largely separate fields which 
differ greatly in method, Fragestellung, 
and basic concepts. As soon as one goes 
beyond the level of purely descriptive 
structural biology, one finds two very 
different areas, which may be designated 
functional biology and evolutionary bi- 
ology. To be sure, the two fields have 
many points of contact and overlap. 
Any biologist working in one of these 
fields must have a knowledge and ap- 
preciation of the other field if he wants 
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physical and chemical phenomena. It 
is our task to ask whether this assertion 
is justified, and if we answer this ques- 
tion with "no," to determine the source 
of the misunderstanding. 

Causality, no matter how it is defined 
in terms of logic, is believed to contain 
three elements: (i) an explanation of 
past events ("a posteriori causality"); 
(ii) prediction of future events; and 
(iii) interpretation of teleological-that 
is, "goal-directed"-phenomena. 

The three aspects of causality (ex- 
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planation, prediction, and teleology) 
must be the cardinal points in any dis- 
cussion of causality and were quite 
rightly singled out as such by Nagel (1). 
Biology can make a significant contri- 
bution to all three of them. But before I 
can discuss this contribution in detail, 
I must say a few words about biology 
as a science. 

Biology 

The word biology suggests a uniform 
and unified science. Yet recent develop- 
ments have made it increasingly clear 
that biology is a most complex area- 
indeed, that the word biology is a label 
for two largely separate fields which 
differ greatly in method, Fragestellung, 
and basic concepts. As soon as one goes 
beyond the level of purely descriptive 
structural biology, one finds two very 
different areas, which may be designated 
functional biology and evolutionary bi- 
ology. To be sure, the two fields have 
many points of contact and overlap. 
Any biologist working in one of these 
fields must have a knowledge and ap- 
preciation of the other field if he wants 
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• Functional biology: proximal causes. How? « operation and 
interaction of structural elements, from molecules to organs 
and whole organism ». 

• Evolutionary biology: ultimate causes. Why, ie. How come? 
               Teleonomy (internal purposiveness). 

to avoid the label of a narrow-minded 
specialist. Yet in his own research he 
will be occupied with problems of either 
one or the other field. We cannot dis- 
cuss cause and effect in biology without 
first having characterized these two 
fields. 

Functional biology. The functional 
biologist is vitally concerned with the 
operation and interaction of structural 
elements, from molecules up to organs 
and whole individuals. His ever-repeated 
question is "How?" How does some- 
thing operate, how does it function? 
The functional anatomist who studies 
an articulation shares this method and 
approach with the molecular biologist 
who studies the function of a DNA 
molecule in the transfer of genetic in- 
formation. The functional biologist at- 
tempts to isolate the particular compo- 
nent he studies, and in any given study 
he usually deals with a single individual, 
a single organ, a single cell, or a single 
part of a cell. He attempts to eliminate, 
or control, all variables, and he repeats 
his experiments under constant or vary- 
ing conditions until he believes he has 
clarified the function of the element he 
studies. The chief technique of the func- 
tional biologist is the experiment, and 
his approach is essentially the same as 
that of the physicist and the chemist. 
Indeed, by isolating the studied phe- 
nomenon sufficiently from the complex- 
ities of the organism, he may achieve 
the ideal of a purely physical or chem- 
ical experiment. In spite of certain 
limitations of this method, one must 
agree with the functional biologist that 
such a simplified approach is an ab- 
solute necessity for achieving his par- 
ticular objectives. The spectacular suc- 
cess of biochemical and biophysical 
research justifies this direct, although 
distinctly simplistic, approach. 

Evolutionary biology. The evolution- 
ary biologist differs in his method and 
in the problems in which he is inter- 
ested. His basic question is "Why?" 
When we say "why" we must always be 
aware of the ambiguity of this term. It 
may mean "how come?," but it may 
also mean the finalistic "what for?" It 
is obvious that the evolutionist has in 
mind the historical "how come?" when 
he asks "why?" Every organism, wheth- 
er individual or species, is the product 
of a long history, a history which in- 
deed dates back more than 2000 mil- 
lion years. As Max Delbriick (2) has 
said, "a mature physicist, acquainting 
himself for the first time with the prob- 
lems of biology, is puzzled by the cir- 
cumstance that there are no 'absolute 
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phenomena' in biology. Everything is 
time-bound and space-bound. The ani- 
mal or plant or micro-organism he is 
working with is but a link in an evolu- 
tionary chain of changing forms, none 
of which has any permanent validity." 
There is hardly any structure or func- 
tion in an organism that can be fully 
understood unless it is studied against 
this historical background. To find the 
causes for the existing characteristics, 
and particularly adaptations, of organ- 
isms is the main preoccupation of the 
evolutionary biologist. He is impressed 
by the enormous diversity of the or- 
ganic world. He wants to know the rea- 
sons for this diversity as well as the 
pathway by which it has been achieved. 
He studies the forces that bring about 
changes in faunas and floras (as in part 
documented by paleontology), and he 
studies the steps by which have evolved 
the miraculous adaptations so charac- 
teristic of every aspect of the organic 
world. 

We can use the language of informa- 
tion theory to attempt still another char- 
acterization of these two fields of biol- 
ogy. The functional biologist deals with 
all aspects of the decoding of the pro- 
grammed information contained in the 
DNA code of the fertilized zygote. The 
evolutionary biologist, on the other 
hand, is interested in the history of 
these codes of information and in the 
laws that control the changes of these 
codes from generation to generation. In 
other words, he is interested in the 
causes of these changes. 

Many of the old arguments of biolog- 
ical philosophy can be stated far more 
precisely in terms of these genetic codes. 
For instance, as Schmalhausen, in Rus- 
sia, and I have pointed out independ- 
ently, the inheritance of acquired char- 
acteristics becomes quite unthinkable 
when applied to the model of the trans- 
fer of genetic information from a pe- 
ripheral phenotype to the DNA of the 
germ cells. 

But let us not have an erroneous 
concept of these codes. It is character- 
istic of these genetic codes that the 
programming is only in part rigid. Such 
phenomena as learning, memory, non- 
genetic structural modification, and re- 
generation show how "open" these pro- 
grams are. Yet, even here there is great 
specificity, for instance with respect to 
what can be "learned," at what stage in 
the life cycle "learning" takes place, and 
how long a memory engram is retained. 
The program, then, may be in part 
quite unspecific, and yet the range of 
possible variation is itself included in 

the specifications of the code. The 
codes, therefore, are in some respects 
highly specific; in other respects they 
merely specify "reaction norms" or gen- 
eral capacities and potentialities. 

Let me illustrate this duality of codes 
by the difference between two kinds of 
birds with respect to "species recogni- 
tion." The young cowbird is raised by 
foster parents-let us say, in the nest 
of a song sparrow or warbler. As soon 
as it becomes independent of its foster 
parents it seeks the company of other 
young cowbirds, even though it has 
never seen a cowbird before! In con- 
trast, after hatching from the egg, a 
young goose will accept as its parent 
the first moving (and preferably also 
calling) object it can follow and become 
"imprinted" to. What is programmed 
is, in one case, a definite "gestalt," in 
the other, merely the capacity to be- 
come imprinted to a "gestalt." Similar 
differences in the specificity of the in- 
herited program are universal through- 
out the organic world. 

Let us now get back to our main 
topic and ask: Is cause the same thing 
in functional and evolutionary biology? 

Max Delbriick, again, has reminded 
us (2) that as recently as 1870 Helm- 
holtz postulated "that the behavior of 
living cells should be accountable in 
terms of motions of molecules acting 
under certain fixed force laws." Now, 
says Delbriick correctly, we cannot even 
account for the behavior of a single 
hydrogen atom. As he also says, "any 
living cell carries with it the experiences 
of a billion years of experimentation by 
its ancestors." 

Let me illustrate the difficulties of the 
concept of causality in biology by an 
example. Let us ask: What is the cause 
of bird migration? Or more specifically: 
Why did the warbler on my summer 
place in New Hampshire start his south- 
ward migration on the night of the 25th 
of August? 

I can list four equally legitimate 
causes for this migration. 

1) An ecological cause. The warbler, 
being an insect eater, must migrate, be- 
cause it would starve to death if it 
should try to winter in New Hampshire. 

2) A genetic cause. The warbler has 
acquired a genetic constitution in the 
course of the evolutionary history of its 
species which induces it to respond ap- 
propriately to the proper stimuli from 
the environment. On the other hand, 
the screech owl, nesting right next to it, 
lacks this constitution and does not re- 
spond to these stimuli. As a result, it is 
sedentary. 
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All four causes of indeterminacy, in- 
dividually and combined, reduce the 
precision of prediction. 

One may raise the question at this 
point whether predictability in classical 
mechanics and unpredictability in biol- 
ogy are due to a difference of degree or 
of kind. There is much to suggest that 
the difference is, in considerable part, 
merely a matter of degree. Classical 
mechanics is, so to speak, at one end 
of a continuous spectrum, and biology 
is at the other. Let us take the classical 
example of the gas laws. Essentially 
they are only statistically true, but the 
population of molecules in a gas obey- 
ing the gas laws is so enormous that the 
actions of individual molecules become 
integrated into a predictable-one might 
say "absolute"-result. Samples of five 
or 20 molecules would show definite 
individuality. The difference in the size 
of the studied "populations" certainly 
contributes to the difference between 
the physical sciences and biology. 

Conclusions 

Let us now return to our initial ques- 
tion and try to summarize some of our 
conclusions on the nature of the cause- 
and-effect relations in biology. 
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the physical sciences and biology. 

Conclusions 

Let us now return to our initial ques- 
tion and try to summarize some of our 
conclusions on the nature of the cause- 
and-effect relations in biology. 

1) Causality in biology is a far cry 
from causality in classical mechanics. 

2) Explanations of all but the sim- 
plest biological phenomena usually con- 
sist of sets of causes. This is particularly 
true for those biological phenomena 
that can be understood only if their 
evolutionary history is also considered. 
Each set is like a pair of brackets which 
contains much that is unanalyzed and 
much that can presumably never be 
analyzed completely. 

3) In view of the high number of 
multiple pathways possible for most 
biological processes (except for the 
purely physicochemical ones) and in 
view of the randomness of many of the 
biological processes, particularly on the 
molecular level (as well as for other 
reasons), causality in biological sys- 
tems is not predictive, or at best is only 
statistically predictive. 

4) The existence of complex codes of 
information in the DNA of the germ 
plasm permits teleonomic purposive- 
ness. On the other hand, evolutionary 
research has found no evidence what- 
soever for a "goal-seeking" of evolu- 
tionary lines, as postulated in that kind 
of teleology which sees "plan and de- 
sign" in nature. The harmony of the 
living universe, so far as it exists, is an 
a posteriori product of natural selection. 
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information in the DNA of the germ 
plasm permits teleonomic purposive- 
ness. On the other hand, evolutionary 
research has found no evidence what- 
soever for a "goal-seeking" of evolu- 
tionary lines, as postulated in that kind 
of teleology which sees "plan and de- 
sign" in nature. The harmony of the 
living universe, so far as it exists, is an 
a posteriori product of natural selection. 

Finally, causality in biology is not in 
real conflict with the causality of clas- 
sical mechanics. As modern physics has 
also demonstrated, the causality of clas- 
sical mechanics is only a very simple, 
special case of causality. Predictability, 
for instance, is not a necessary com- 
ponent of causality. The complexities of 
biological causality do not justify em- 
bracing nonscientific ideologies, such as 
vitalism or finalism, but should en- 
courage all those who have been trying 
to give a broader basis to the concept 
of causality. 
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Development of molecular amplifiers 
in the visible and near-visible region 
(1) of the electromagnetic spectrum 
has been in progress at several labora- 
tories. Such amplifiers go under the 
designation of "laser" or optical maser, 
the former term being an acronym for 
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light amplification by stimulated emis- 
sion of radiation. Such devices have 
been successfully demonstrated at sev- 
eral places (2), and several industrial 
organizations have made them available 
commercially. It is almost certain that 
lasers will be incorporated into com- 
munications and other technologies at 
a rapid rate. This article presents some 
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preliminary calculations which are of 
physiological interest in terms of the 
hazard associated with laser beams and 
their potential employment as biological 
and clinical tools. 

Properties 

From the point of view of physio- 
logical interest there are two important 
properties of laser beams, the extremely 
collimated character of the light and its 
high degree of monochromaticity. The 
collimation property implies the possi- 
bility of obtaining large energy densities 
in narrow beams. The optimum diver- 
gence angle of a laser beam, 4min, is 
limited only by the wavelength of the 
light emitted and the diameter of the 
laser source in accord with the Fraun- 
hofer diffraction relationship: 
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5min = 2.44 X/DL 5min = 2.44 X/DL (1) (1) 
Here X is the wavelength of the emitted 
laser light and Di is the diameter of 
the beam emerging from the laser source 
or from a subsequent lens system, if 
one is used. 
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specialist. Yet in his own research he 
will be occupied with problems of either 
one or the other field. We cannot dis- 
cuss cause and effect in biology without 
first having characterized these two 
fields. 

Functional biology. The functional 
biologist is vitally concerned with the 
operation and interaction of structural 
elements, from molecules up to organs 
and whole individuals. His ever-repeated 
question is "How?" How does some- 
thing operate, how does it function? 
The functional anatomist who studies 
an articulation shares this method and 
approach with the molecular biologist 
who studies the function of a DNA 
molecule in the transfer of genetic in- 
formation. The functional biologist at- 
tempts to isolate the particular compo- 
nent he studies, and in any given study 
he usually deals with a single individual, 
a single organ, a single cell, or a single 
part of a cell. He attempts to eliminate, 
or control, all variables, and he repeats 
his experiments under constant or vary- 
ing conditions until he believes he has 
clarified the function of the element he 
studies. The chief technique of the func- 
tional biologist is the experiment, and 
his approach is essentially the same as 
that of the physicist and the chemist. 
Indeed, by isolating the studied phe- 
nomenon sufficiently from the complex- 
ities of the organism, he may achieve 
the ideal of a purely physical or chem- 
ical experiment. In spite of certain 
limitations of this method, one must 
agree with the functional biologist that 
such a simplified approach is an ab- 
solute necessity for achieving his par- 
ticular objectives. The spectacular suc- 
cess of biochemical and biophysical 
research justifies this direct, although 
distinctly simplistic, approach. 

Evolutionary biology. The evolution- 
ary biologist differs in his method and 
in the problems in which he is inter- 
ested. His basic question is "Why?" 
When we say "why" we must always be 
aware of the ambiguity of this term. It 
may mean "how come?," but it may 
also mean the finalistic "what for?" It 
is obvious that the evolutionist has in 
mind the historical "how come?" when 
he asks "why?" Every organism, wheth- 
er individual or species, is the product 
of a long history, a history which in- 
deed dates back more than 2000 mil- 
lion years. As Max Delbriick (2) has 
said, "a mature physicist, acquainting 
himself for the first time with the prob- 
lems of biology, is puzzled by the cir- 
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foster parents-let us say, in the nest 
of a song sparrow or warbler. As soon 
as it becomes independent of its foster 
parents it seeks the company of other 
young cowbirds, even though it has 
never seen a cowbird before! In con- 
trast, after hatching from the egg, a 
young goose will accept as its parent 
the first moving (and preferably also 
calling) object it can follow and become 
"imprinted" to. What is programmed 
is, in one case, a definite "gestalt," in 
the other, merely the capacity to be- 
come imprinted to a "gestalt." Similar 
differences in the specificity of the in- 
herited program are universal through- 
out the organic world. 

Let us now get back to our main 
topic and ask: Is cause the same thing 
in functional and evolutionary biology? 

Max Delbriick, again, has reminded 
us (2) that as recently as 1870 Helm- 
holtz postulated "that the behavior of 
living cells should be accountable in 
terms of motions of molecules acting 
under certain fixed force laws." Now, 
says Delbriick correctly, we cannot even 
account for the behavior of a single 
hydrogen atom. As he also says, "any 
living cell carries with it the experiences 
of a billion years of experimentation by 
its ancestors." 

Let me illustrate the difficulties of the 
concept of causality in biology by an 
example. Let us ask: What is the cause 
of bird migration? Or more specifically: 
Why did the warbler on my summer 
place in New Hampshire start his south- 
ward migration on the night of the 25th 
of August? 

I can list four equally legitimate 
causes for this migration. 

1) An ecological cause. The warbler, 
being an insect eater, must migrate, be- 
cause it would starve to death if it 
should try to winter in New Hampshire. 

2) A genetic cause. The warbler has 
acquired a genetic constitution in the 
course of the evolutionary history of its 
species which induces it to respond ap- 
propriately to the proper stimuli from 
the environment. On the other hand, 
the screech owl, nesting right next to it, 
lacks this constitution and does not re- 
spond to these stimuli. As a result, it is 
sedentary. 
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specialist. Yet in his own research he 
will be occupied with problems of either 
one or the other field. We cannot dis- 
cuss cause and effect in biology without 
first having characterized these two 
fields. 

Functional biology. The functional 
biologist is vitally concerned with the 
operation and interaction of structural 
elements, from molecules up to organs 
and whole individuals. His ever-repeated 
question is "How?" How does some- 
thing operate, how does it function? 
The functional anatomist who studies 
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molecule in the transfer of genetic in- 
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nent he studies, and in any given study 
he usually deals with a single individual, 
a single organ, a single cell, or a single 
part of a cell. He attempts to eliminate, 
or control, all variables, and he repeats 
his experiments under constant or vary- 
ing conditions until he believes he has 
clarified the function of the element he 
studies. The chief technique of the func- 
tional biologist is the experiment, and 
his approach is essentially the same as 
that of the physicist and the chemist. 
Indeed, by isolating the studied phe- 
nomenon sufficiently from the complex- 
ities of the organism, he may achieve 
the ideal of a purely physical or chem- 
ical experiment. In spite of certain 
limitations of this method, one must 
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such a simplified approach is an ab- 
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may mean "how come?," but it may 
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is obvious that the evolutionist has in 
mind the historical "how come?" when 
he asks "why?" Every organism, wheth- 
er individual or species, is the product 
of a long history, a history which in- 
deed dates back more than 2000 mil- 
lion years. As Max Delbriick (2) has 
said, "a mature physicist, acquainting 
himself for the first time with the prob- 
lems of biology, is puzzled by the cir- 
cumstance that there are no 'absolute 
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phenomena' in biology. Everything is 
time-bound and space-bound. The ani- 
mal or plant or micro-organism he is 
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how long a memory engram is retained. 
The program, then, may be in part 
quite unspecific, and yet the range of 
possible variation is itself included in 
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highly specific; in other respects they 
merely specify "reaction norms" or gen- 
eral capacities and potentialities. 
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foster parents-let us say, in the nest 
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as it becomes independent of its foster 
parents it seeks the company of other 
young cowbirds, even though it has 
never seen a cowbird before! In con- 
trast, after hatching from the egg, a 
young goose will accept as its parent 
the first moving (and preferably also 
calling) object it can follow and become 
"imprinted" to. What is programmed 
is, in one case, a definite "gestalt," in 
the other, merely the capacity to be- 
come imprinted to a "gestalt." Similar 
differences in the specificity of the in- 
herited program are universal through- 
out the organic world. 

Let us now get back to our main 
topic and ask: Is cause the same thing 
in functional and evolutionary biology? 

Max Delbriick, again, has reminded 
us (2) that as recently as 1870 Helm- 
holtz postulated "that the behavior of 
living cells should be accountable in 
terms of motions of molecules acting 
under certain fixed force laws." Now, 
says Delbriick correctly, we cannot even 
account for the behavior of a single 
hydrogen atom. As he also says, "any 
living cell carries with it the experiences 
of a billion years of experimentation by 
its ancestors." 

Let me illustrate the difficulties of the 
concept of causality in biology by an 
example. Let us ask: What is the cause 
of bird migration? Or more specifically: 
Why did the warbler on my summer 
place in New Hampshire start his south- 
ward migration on the night of the 25th 
of August? 

I can list four equally legitimate 
causes for this migration. 

1) An ecological cause. The warbler, 
being an insect eater, must migrate, be- 
cause it would starve to death if it 
should try to winter in New Hampshire. 

2) A genetic cause. The warbler has 
acquired a genetic constitution in the 
course of the evolutionary history of its 
species which induces it to respond ap- 
propriately to the proper stimuli from 
the environment. On the other hand, 
the screech owl, nesting right next to it, 
lacks this constitution and does not re- 
spond to these stimuli. As a result, it is 
sedentary. 
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precisely these properties, have been isolated (Jacob et al., 1960a). They all map very
closely to oC, as expected (see Fig. 3). It is interesting to note that in these mutants
the i+ gene is functional (Table 3, line 11), which shows clearly, not only that the i and
o mutants are not alleles, but that the 0 segment, while governing the expression of
the z and y genes, docs not affect the expression of the regulator gene.
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FIG. 6. Models of the regulation of protein synthesis.

In conclusion, the integral or co-ordinate expression of the ozy genetic segment
signifies that the operator, which controls this expression, is and remains attached
(see Fig. 6):

(a) either to the genes themselves (Fig. 6, I),
(b) or to the cytoplasmic messenger of the linked z and y genes which must then be

assumed to form a single, integral, particle corresponding to the structure of the whole
ozy segment, and functioning as a whole (Fig. 6, II).

In the former case, the operator would in fact be identical with the 0 locus and it would
govern directly the activity of the genes, Le. the synthesis of the structural messengers.

Both ofthese models are compatible with the observations which we have discussed
so far. We shall return in the next section to the question whether the operator, i.e.
the site of specific interaction with the repressor, is genetic or cytoplasmic. In either
case, the ozy segment, although containing at least two independent structural genes,
governing two independent proteins, behaves as a unit in the transfer of information.
This genetic unit of co-ordinate expression we shall call the "operon" (Jacob et al.,
1960a).

The existence of such a unit of genetic expression is proved so far only in the case
of the Lac segment. As we have already seen, the v mutants of phage A,while illustrat-
ing the existence of an operator in this system, do not define an operon (because the

GENETI C R EGU L A T O R Y ME CH ANI SM S 3In

that proteins are synthesized in the cytoplasm, rather than directly at the geneti c
level, t his t ransfer of structural information must involve a chemical intermediate
syn thesized by t he genes. Th is hypoth eti cal intermediate we shall call t he st ruct ura l
messenger . The rate of information transfer , i.e. of protein synthesis, may then depend
either upon the activity of t he gene in synt hesizing the messenger , or upon the activity
of the messenger in synthesizing t he protein. Thi s simple picture helps t o state the
t wo problems with which we shall be concerned in the present paper. If a given agent
specifically alters, positively or negatively, t he rate of synthesis of a protein, we must
ask:

(a) Whet her t he agent acts at the cytoplasmic level, by controlling the act ivity of
the messenger, or at the genetic level, by cont rolling the synthesis of the messenger.

(b) Whether the specificity of the effect depends upon some feature of the informa-
tion t ran sferred from structura l gene to protein, or upon some specialized controlling
element, not represented in the st ructure of the protein, gene or messenger.

The first question is easy to state, if difficult to answer. The second may not appear
so stra ightforward . It may be stated in a more general way , by asking whether the
genome is composed exclusively of structural genes , or whether it also involves
determinants which may control the rates of synthesis of prote ins according to a
given set of conditions, without determining the structure of any individual protein.
Again it may not be evident t hat these two statements are equivalent . We hope to
make their meaning clear and to show t hat they are indeed equivalent, when we
consider experiment al examples.

The best defined systems wherein t he synthesis of a protei n is seen to be controlled
by specificagents are examples of enzymatic adaptation, t his term being taken here to
cover both enzyme induction, i.e. t he formation of enzyme electively provoked by a
substrate, and enzyme repression, i.e. t he specific inhibi ti on of enzyme formation
brought about by a metabolite. Only a few indu cible and repressible systems have
been identified both biochemically and genet ically to an extent which allows discussion
of t he questions in which we are interest ed here. In attempting to generalize, we will
have to extrapolate from t hese few systems. Such genera lization is greatly encouraged,
however, by the fact t hat lysogenic systems, where phage prote in synthesis might be
presumed to obey entirely different rules, turn out to be analysable in closely similar
te rms. We shall th erefore consider in succession certain inducible and repressible
enzyme systems and lysogenic systems.

It might be best t o state at t he outse t some of the main conclusions which we
shall arrive at. These ar e:

(a) That the mechanisms of control in all these systems are negative, in the sense
that they operate by inhibition rather than activation of protein synthesis.

(b) That in addition to the classical st ru ctural genes, these systems involve two
ot her types of genet ic determinants (regulator and operator) fulfilling specific fun ctions
in t he control mechanisms.

(c) That the control mechani sms operate at the genetic level, i.e. by regulating t he
activity of struc tural genes.

2. Inducible and Repressible Enzyme Systems
(a) Th e phenomenon of enzyme induction. General remarks

It has been known for over 60 years (Duclaux, 1899; Dienert, 1900; Went, 1901)
t hat certa in enzymes of micro-organisms are formed only in t he presence of their

J. Mol. Biol. (1961), 3, 318-356

• The control module C of von Neumann’s self-replicator 
includes proteins (ie. Repressor), and non-coding regulatory 
sequences (Operator)

• Discovery of genes that regulate other genes (Regulator) 
• Discovery of sequences that respond to Repressor (Operator)
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Figure 3.3: Experiments to measure the timing of biological processes. The figure summarizes four strategies for measuring
biological rates. For direct observation, the example shows three frames from a video sequence taken by David Rogers in the
1950s of a single white blood cell (neutrophil) pursuing a bacterium through a forest of red blood cells. The movement of the
cell is sufficiently fast that it can be directly observed by the human eye. For fixed time points, the experiment shown is a
classic performed by Monod, who tracked the growth of E. coli in a single culture when two different nutrient sugars were
mixed together. The bacteria initially consumed all of the available glucose and then their growth rate slowed as they switched
over into a new metabolic mode enabling them to use lactose. For pulse–chase, labeling proteins at their point of synthesis in a
neuron cell body with a pulse of radioactive amino acids followed by a chase of unlabeled amino acids was used to measure
the rate of continuous axonal transport. Product accumulation is illustrated by the expression of GFP under a regulated
promoter of interest in a bacterial cell. The rate of gene transcription off of such promoter can be inferred by measuring the
amount of GFP present as a function of time. (Growth curve adapted from B. Müller-Hill, The lac Operon: A Short History of a
Genetic Paradigm, Walter de Gruyter, 1996; neuronal transport adapted from B. Droz and C. P. Leblond, Science 137:1047,
1962; fluorescent image series adapted from N. Rosenfeld et al., Science 307:1962, 2005.)

through the action of the mitotic spindle, their segrega-
tion into daughter nuclei, and finally cytokinesis when
the cell is pinched into two fully formed daughter cells.
Although this is easy to do for processes that take min-
utes to hours and occur over spatial scales that can be
observed with a light microscope or the unaided human
eye, it is extremely difficult to measure time simply by
observation for events that are very fast, very slow, very
small, or very large. Over the past few decades, there
have been vast experimental improvements in direct or
near-direct observation of single molecules such that
this naturalistic approach to “observing a lot just by
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• E. coli growth curve: 2 phases of growth based on 
glucose first and then lactose. 

• This entails induction of genes that encode for 
proteins that 1) digest lactose (ß-Gal), 2) induce 
transport across the membrane (permease) etc. 
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Figure 4.13: Circular map of the E. coli genome with a higher-resolution view of the region near the lac operon. At the
top, the entire genome is represented as a circle. The origin of replication is referred to as oriC and base pairs are numbered
starting from 1 in the direction of the arrow. The lac operon is located about one-quarter of the way around the circle, nestled
between the cyn and mhp operons, whose functions are cyanate utilization and degradation of 3-(3-hydroxyphenyl)propionic
acid, respectively. The protein-encoding genes in the lac operon are oriented such that they are all transcribed toward the
origin. Each of the four genes lacI (pdb 1LBH, 1EFA), lacZ (pdb 1BGL), lacY (pdb 1PV7), and lacA (pdb 1KRV) encodes a distinct
protein involved in lactose utilization. The proteins are not all drawn to the same scale since β-galactosidase, for example, is so
large. The DNA sequence around the beginning of the lacZ gene is shown at higher magnification. The start of transcription is
indicated by the arrow. The codon for the first amino acid in the sequence (methionine) is boxed. The two binding sites for
RNA polymerase are indicated with red shaded boxes at the −10 and −35 positions counting from the transcriptional start site.
Two important regulatory sites are shown as shaded boxes; O1 is a binding site for the Lac repressor protein (encoded by the
lacI gene) and CRP is a binding site for another regulatory protein. (Structural illustrations from D. Goodsell.)

gene structure, organization and function had been learned in studies
with prokaryote microorganisms and the viruses that inhabit them,
particularly, the bacterium Escherichia coli and the T and lambdoid
bacteriophages.” The goal of this section is to explore the various
ways in which E. coli has earned this status and to show how many
of these discoveries now provide the impetus for physical biology.

The structure of E. coli was described in Chapter 2 and some of
the key processes that attend its life cycle were described in Chap-
ter 3. These rich structures and processes are dictated by the 4.6 Mbp
genome illustrated in Figure 4.13. If we invoke our rule of thumb that
each gene encodes for a protein with a length of 300 amino acids,
then this amounts to roughly 1000 bp/gene. Using this rule of thumb,
we estimate in turn that the E. coli genome codes for roughly 4600
distinct proteins. Genome sequencing has revealed that the actual
number of genes is 4435, of which 4131 encode proteins, 168 encode
structural RNA, and the remainder appear to be nonfunctional. While
this is a relatively long “parts list,” it is much simpler than the parts
list for a jumbo jet and gives us hope that the functioning of the
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will frequently find it useful to consider the cell as an information
processing device, for example as a network governing the flow of
information in the form of gene expression. These descriptions are
not mutually exclusive, nor are any of them comprehensive. They are
again deliberate abstractions made for practical reasons.

Although so far we have emphasized the utility of abstract
projections centering on a single physical property for descriptions
of biological entities, the same approach is actually extremely use-
ful in consideration of other systems such as solutions of charged
ions in water. Various abstractions of the watery medium of life are
shown in Figure 1.9. Sometimes we will pretend that a solution is a
regular lattice. For example, if we are interested in ligands in solution
and their tendency to bind to a receptor, we adopt a picture of the
solution in which the ligands are only permitted to occupy specific
discrete positions. Although this is an extreme approximation, it is
nonetheless immensely valuable for calculations involving chemical
equilibrium and remarkably gives accurate quantitative predictions.
As the watery medium interacts with the living creatures it contains,
sometimes its hydrodynamic flow properties (or viscous properties)
are of most interest. When considering rates of chemical reactions
taking place in water, we will find it useful to think of water as the
seat of diffusive fluctuations. The macromolecules that exist in the
watery medium of cells also interact with specific properties of water.
For example, some of the chemical groups in proteins are polar or
“hydrophilic” (water-loving), meaning that they are able to form hydro-
gen bonds with water, while other groups are oil-like and repel water.
In the folded protein, the oil-like portions tend to cluster on the inside.
In contrast, charged molecules on the surface can interact with the
dielectric character of water molecules, which are neutral overall but
do exhibit a slight charge separation.

Figure 1.8: E. coli idealization. The
cell can be modeled as an array of
receptors for a ligand of interest, as an
elastohydrodynamic object, as a
biased random walker moving
through water, or as an information
processing device characterized by a
series of genetic networks.

Each of these representations will resurface multiple times through-
out the book in different contexts related to different biological
questions. Although none of them can give a complete understanding
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Figure 4.15: Schematic of the
regulatory region of the lac operon.
This figure shows the genography
of the lac operon in the form of the
function and products of different
parts of this part of the E. coli
genome. CAP is the catabolite
activator protein, which is an
activator of the lac operon in the
absence of glucose. Combinatorial
control by CAP and Lac repressor
ensures that the genes of the
operon are expressed only when
lactose is present and glucose is
absent.
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there is a wide variety of other mechanisms that regulate gene expres-
sion after the polymerase is already bound, though the recruitment
mechanism described here will garner the most attention throughout
the book.

The lac Operon Is a Genetic Network That Controls the Production of
the Enzymes Responsible for Digesting the Sugar Lactose

The classic example of negative control is that provided by the lac
operon shown in Figure 4.15, one of the many profound and last-
ing insights to have emerged from the study of bacteria in general,
and E. coli in particular. The work on this operon was so convinc-
ing and paradigmatic that it took over a decade for the first example
of positive genetic control to be widely accepted. The chemical reac-
tions that are tied to this genetic circuit involve the digestion of the
sugar lactose in E. coli cells that have been deprived of other sugars
and that find themselves in a medium rich in lactose. An example of
a growth curve in which cells make a decision to turn on the genes
responsible for metabolism of a sugar source other than glucose is
shown in Figure 3.3 (p. 93), where we see that once the cells have
exhausted the glucose, there is a waiting period during which the
genes necessary to use lactose are turned on. The enzyme responsible
for this digestion is called β-galactosidase (shown in Figure 4.13) and
is substantively present only when lactose is the only choice of sugar
available.

The lac operon refers to the region in the E. coli genome shown in
Figure 4.13 that includes the promoter site for the binding of RNA
polymerase upstream from the structural genes of the lac operon, the
operator site where Lac repressor binds and inhibits transcription by
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• In presence of lactose, the Lac repressor is 
repressed (does not bind the operator).  

• In presence of glucose, cAMP is low and CAP cannot bind 
DNA
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• Repression and activation of many genes 
— molecular cell differentiation, spatial cell differentiation (pattern formation) 
during embryonic development 
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this new interpretation of information transfer, is of great interest in itself, even if
some of the other assumptions included in the scheme turn out to be incorrect.

These conclusions apply strictly to the bacterial systems from which they were
derived; but the fact that adaptive enzyme systems of both types (inducible and
repressible) and phage systems appear to obey the same fundamental mechanisms
of control, involving the same essential elements, argues strongly for the generality of
what may be called "repressive genetic regulation" of protein synthesis.

One is led to wonder whether all or most structural genes (i.e. the synthesis of most
proteins) are submitted to repressive regulation. In bacteria, virtually all the enzyme
systems which have been adequately studied have proved sensitive to inductive or
repressive effects. The old idea that such effects are characteristic only of "non-
essential" enzymes is certainly incorrect (although, of course, these effects can be
detected only under conditions, natural or artificial, such that the system under study
is at least partially non-essential (gratuitous). The results of mutations which abolish
the control (such as constitutive mutations) illustrate its physiological importance.
Constitutive mutants of the lactose system synthesize 6 to 7% of all their proteins as
,8-galactosidase. In constitutive mutants of the phosphatase system, 5 to 6% of the
total protein is phosphatase. Similar figures have been obtained with other constitutive
mutants. It is clear that the cells could not survive the breakdown of more than two
or three of the control systems which keep in pace the synthesis of enzyme proteins.

The occurrence of inductive and repressive effects in tissues of higher organisms
has been observed in many instances, although it has not proved possible so far to
analyse any of these systems in detail (the main difficulty being the creation of con-
trolled conditions of gratuity). It has repeatedly been pointed out that enzymatic
adaptation, as studied in micro-organisms, offers a valuable model for the interpretation
of biochemical co-ordination within tissues and between organs in higher organisms.
The demonstration that adaptive effects in micro-organisms are primarily negative
(repressive), that they are controlled by functionally specialized genes and operate at
the genetic level, would seem greatly to widen the possibilities of interpretation. The
fundamental problem of chemical physiology and of embryology is to understand why
tissue cells do not all express, all the time, all the potentialities inherent in their genome.
The survival of the organism requires that many, and, in some tissues most, of these
potentialities be unexpressed, that is to say repressed: Malignancy is adequately
described as a breakdown of one or several growth controlling systems, and the genetic
origin of this breakdown can hardly be doubted.

According to the strictly structural concept, the genome is considered as a mosaic
of independent molecular blue-prints for the building of individual cellular con-
stituents. In the execution of these plans, however, co-ordination is evidently of
absolute survival value. The discovery of regulator and operator genes, and of re-
pressive regulation of the activity of structural genes, reveals that the genome
contains not only a series of blue-prints, but a co-ordinated program of protein
synthesis and the means of controlling its execution.
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• Spatial patterning in the early Drosophila embryo:  
• The responsiveness to spatial molecular cues (regulators) is encoded in regulatory sequences 
• This leads to spatial regulation of  gene expression (patterning) 

R. Phillips, J. Kondev, J. Thériot & H. Garcia. Physical Biology of the Cell (Garland Science) 2012
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Figure 19.2: Regulatory proteins in
the Drosophila embryo. The
anterior–posterior (A–P) patterning of
the fruit fly is dictated by genes that are
controlled by spatially varying
concentrations of transcription factors.
(A) Schematic of the main transcription
factors involved in the regulation of
stripe 2 of expression of the
even-skipped gene (eve). (B) Regulatory
region of the stripe 2 of the
even-skipped gene where the binding
sites for each transcription factor have
been identified. The binding site color
on the DNA corresponds to the
transcription factor color in (A).
(C) Spatial profile of the morphogen
gradients measured using
immunofluorescence. The purple
shaded region corresponds to the
striped region shown in (D).
(D) Resulting pattern of expression of
the regulatory region shown in (B).
(B, Adapted from S. Small et al., EMBO J.
11:4047, 1992.; C, adapted from E.
Myasnikova et al., Bioinformatics 17:3,
2001; D, adapted from S. Small et al.,
Dev. Biol. 175:314, 1996.)
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different regulatory mechanisms are shown in Figure 6.7 (p. 245). For
the purposes of the present discussion, we will focus on one of the
most common regulatory mechanisms, namely, transcriptional con-
trol, where the key decision that is made is whether or not to produce
mRNA.

Gene Expression Is Measured Quantitatively in Terms of How Much,
When, and Where

One of our main arguments is that gene expression is a subject that
has become increasingly quantitative. In particular, it is now common
to measure how much a given gene is expressed, when it is expressed,
and where it is expressed. To carry out such measurements, there are
a number of useful tools.
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Experiments Behind the Facts: Measuring Gene Expression
Quantitative measurement of gene expression can be made

at many stages between the decision to start transcription and
the emergence of a functional protein product. As noted earlier,
such measurements have provided a quantitative window on
how much a given gene is expressed, where it is expressed
spatially, and when.

One important way to characterize the activity of a gene
is by virtue of its protein products. In particular, if the gene
product has enzyme activity, that activity can be assayed as a
reporter of the extent to which the gene has been expressed
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2001; D, adapted from S. Small et al.,
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the purposes of the present discussion, we will focus on one of the
most common regulatory mechanisms, namely, transcriptional con-
trol, where the key decision that is made is whether or not to produce
mRNA.
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Experiments Behind the Facts: Measuring Gene Expression
Quantitative measurement of gene expression can be made

at many stages between the decision to start transcription and
the emergence of a functional protein product. As noted earlier,
such measurements have provided a quantitative window on
how much a given gene is expressed, where it is expressed
spatially, and when.

One important way to characterize the activity of a gene
is by virtue of its protein products. In particular, if the gene
product has enzyme activity, that activity can be assayed as a
reporter of the extent to which the gene has been expressed
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inside a nucleosome. Further, in Section 21.3.3 (p. 988), we will show
how statistical mechanics can lead to simple models that predict the
probability landscape of nucleosome occupancy along the genome.

A further challenge in deciphering eukaryotic transcriptional reg-
ulation centers on how transcription varies in both space and time
during development in multicellular organisms. Perhaps the most well
understood such organism is the fruit fly Drosophila melanogaster. As
shown in Figure 19.2, during the initial stages of development, the fly
embryo expresses a battery of transcription factors in a cascade that
defines sharper and sharper domains of expression. One of the tran-
scriptional architectures that has been studied in most detail is related
to the activation of the transcription factor Hunchback by the tran-
scription factor Bicoid. As shown in Figures 19.2 and 19.32(A), Bicoid
is expressed in an exponential profile along the anterior–posterior
axis of the developing embryo. Activation by Bicoid is realized by
binding to six sites of different strengths that lie upstream from the
Hunchback promoter, as seen in Figure 19.32. The resulting pattern
of Hunchback expression shown in Figure 19.32(C) presents a domain
with a boundary at about 50% of the embryo length. The exquisite
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Figure 19.32: Systematic analysis of gene expression in Drosophila. (A) The Bicoid transcription factor is expressed in an
exponential profile from the anterior to the posterior end of the fly embryo. (B) Bicoid acts as an activator of the Hunchback
transcription factor by binding to six binding sites of different strengths located upstream from the Hunchback promoter. (C) The
resulting pattern of Bicoid-dependent Hunchback expression domain presents a sharp boundary at about 50% of the embryo
length. (D) By creating constructs with different numbers and affinities of binding sites, the boundary of the expression domain
can be shifted systematically. (E) Hunchback domain boundary position for several regulatory architectures. (D, E, adapted from
W. Driever et al., Nature 340:363, 1989.)
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• Garcia Bellido: distinction between selector genes, and cytodifferentiation genes

« Genes of a first group (cyto-differentiation genes) would include those controlling cell behaviour relevant to 
morphogenesis and common to most developing systems: mitotic rate, mitotic orientation, cell recognition and 
cuticular differentiation. 
Those of a second group (selector genes) seem to control developmental pathways and share several operational 
characteristics. A functional scheme is advanced showing how selector genes may become activated and control 
development. We postulate that inductor molecules interfere with the products of activator genes which are selector 
specific. In this way signals extrinsic to the genome become translated into genetic ones. The activation, or 
repression, of selector genes occurs once in development and remains clonally irreversible ».  

García-Bellido A. Ciba Found Symp. 1975;0(29):161-82.

Chapter 1. Introduction 15

A B

E-cadherin

Engrailed-lacZ

Figure 1.2: The anteroposterior boundary in the wing of the fruit fly. (A) The adult
fruit fly expressing GFP under control of the engrailed enhancer in all cells of the pos-
terior compartments. In particular we can see the anteroposterior (AP) compartment
boundary in the wing as a sharp interface. The figure is kindly provided by Christian
Dahmann. (B) The AP boundary in the wing imaginal disc at 120h AEL. The scale bar
represents 5µm. The figure is adopted from [4].

Figure 1.3: A cellular clone near the AP compartment boundary in the wing imaginal
disc. The posterior compartment is visualized by green fluorescence (Engrailed-lacZ) and
the clone is visualized by red fluorescence. The clone shows a relatively straight border
along the compartment boundary, but its border is irregular everywhere else. The figure
is kindly provided by Christian Dahmann.

adult

The genome as a program - developmental spatial patterning

• Development as a genetic and cellular automaton controlling cell identity
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The genome as a program - developmental spatial patterning

• Development as a genetic and cellular automaton controlling cell identity
• Cell lineage algorithmic complexity: ratio between 

minimal reduced rules to generate the lineage (11) and the 
actual number of cell divisions (17): 65%.

composition. However, understanding how such complexity devel-
ops and evolves remains one of the great questions of biology1–6,8,14.
One obstacle is the lack of measures of the overall complexity of
biological systems that are also applicable across a wide range of
taxa2,5. In addition, most studies of biological complexity have
concentrated on the number of different parts in a system (for
example, genes, cell types, species), rather than on how they interact
or develop2,3,5–8. In fact, despite recurring claims that organismal
development is complex, attempts to quantify this complexity have
been rare1–6,14. For example, Sulston and colleagues concluded that
the most striking finding about the embryonic cell lineage of the
nematodeCaenorhabditis eleganswas its complexity13. Although the
authors did not explicitly define lineage complexity, they were
probably referring to the many ‘perverse’ cell-fate assignments
present in the lineage, whereby cells belonging to a given organ or
functional class arise from lineally unrelated cells13. In other words,
the C. elegans embryonic lineage does not appear to follow any
particular rules15. However, the assumption that the complexity of a
cell lineage can be inferred from that of the resulting pattern of cell
fates is questionable because simple developmental processes can
produce complex morphological patterns6,16. Indeed, casual exami-
nation of metazoan cell lineages suggests that they show a high
degree of modularity in which particular sublineages are used again
and again3,5,11–13,17.

How complex are animal cell lineages? Is lineage complexity
under selection? If so, what are the selective forces that shape it? To
answer these questions we propose a measure of cell lineage
complexity and apply it to the embryonic lineages of four metazoan
species. The complexity of a cell lineage is a function of three
properties: the number of cell divisions that it contains, the number
and distribution of cell fates that it gives rise to, and its topology or
pattern of cell divisions1,9,14. To capture these properties, we define
the complexity of a lineage as the length of its shortest algorithmic
description, by analogy with Kolmogorov complexity7–10,18.

We begin by coding the lineage as a series of unique ‘rules’, each
corresponding to a cell division (Fig. 1a). These rules take the form:
X ! {Y,Z} (‘cell X divides into cells Y and Z’), where X is an
undifferentiated cell, and Y and Z may be undifferentiated and/or
terminal cells of a particular fate (for example, neuronal). This
initial list of rules provides a complete description of the patterns of
cell division and cell fate specification in the lineage, ignoring planes
of cell division (Fig. 1a).We then compress the initial description by
successively collapsing equivalent rules until we obtain a set of
reduced rules encoding a complete, non-redundant description of

the lineage equivalent to the initial one9 (Fig. 1b and Supplementary
Methods). Lineage complexity (C) is then defined as the number of
reduced rules in the shortest description of the lineage expressed as a
proportion of the total number of cell divisions (that is, the
maximum possible number of reduced rules for a lineage of the
same size).
The reduced rules predicted by our algorithm estimate the

minimum number of intermediate cell states required to generate
a given distribution of terminal cell fates. We propose that these
intermediate cell states correspond to discrete, stable patterns of
gene expression, much like those of terminal cells17,19,20. Nested
sequences of reduced rules constitute sublineages11–13. We expect
that reduced rules, like sublineages, can be used in different
developmental contexts, and may be deployed in new contexts as
a result of simple genetic changes; therefore, reduced rules are
examples of ‘genetic process’ developmental modules17,21.
We next estimate C for the embryonic lineages of four metazoan

species13,22,23: the free-living nematodes C. elegans (671 terminal
cells), Pellioditis marina (638) and Halicephalobus gingivalis (175),
and the ascidian Halocynthia roretzi (110) (Supplementary
Methods). These lineages show complexities of 35%, 38%, 33%
and 32%, respectively (Figs 2 and 3a). We then compared each real
lineage to lineages with the same cell number and distribution of
terminal cell fates but generated by random bifurcation9 (Figs 2 and
3b). We found that real lineages were 26–45% simpler than the
corresponding random lineages (P , 0.0001 for all species; Fig. 2
and Supplementary Fig. 1a).
Animal cell lineages might have evolved towards simpler forms in

order to minimize the duration of development or the amount of
genetic information required to specify them13,23. If so, aremetazoan
embryonic lineages as simple as they might be? To answer this
question we used evolutionary simulations to search for lineages
that had the same terminal cell number and fate distribution as the
actual lineages but were simpler. At each generation, a population of
100 variant lineages was produced from a parent lineage and the
simplest daughter lineage was allowed to found the next generation
(Fig. 4 and Supplementary Fig. 2a). We observed that we could
evolve lineages that were 10–18% simpler than the ancestral, real
lineages within 20,000–50,000 generations (Figs 3c and 4 and
Supplementary Fig. 1b). Thus, although metazoan lineages are
simple, they are not as simple as they might be given the require-
ments of producing a certain number of cells with a particular
distribution of fates.
Why is this? One possibility is that the complexity of real cell

Figure 1 Example of the calculation of cell lineage complexity. a, The C. elegans ABarapp
sublineage gives rise to 18 terminal cells of four different types (open circles): epidermal

(Epi), neuron (Neu), structural (Str), and death (X). We begin by describing the cell lineage

as a series of 17 rules, one for each cell division (solid circles): R0 ! {R1,R2},

R1 ! {R3,R4}, …, R16 ! {Neu,X}. Solid circles of the same colour indicate equivalent

rules, ignoring planes of cell division (for example, R7, R15 and R16). b, The minimum

algorithmic description of the ABarapp sublineage consists of 11 reduced rules. Each

reduced rule is represented by a solid circle labelled RR0–RR10, with a unique colour

matching that of equivalent cell divisions (for example, RR7 ! {Neu,X} corresponds to the

initial rules R7, R15 and R16). The lineage complexity of ABarapp is calculated as the

number of reduced rules divided by the total number of cell divisions: C ¼ 11/17 ¼ 65%.
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lineages is a reflection of developmental constraints imposed by the
spatial organization of cells in the embryo. Such constraints could
occur if certain changes to the lineage topology or patterns of cell
fate specification result in incorrect cell localization, and this in turn
reduces the fitness of the organism. For example, in the four-cell

stage C. elegans embryo the EMS blastomere must be exposed to a
signal from its neighbouring sister cell P2 in order to divide
asymmetrically into MS and E, which give rise to mesoderm and
gut, respectively24. However, if cell positions are altered such that the
P2 cell is in contact with the ABa and ABp blastomeres, but not with
the EMS cell, then the gut does not form and the embryo dies24. In
the species considered here, the spatial position of a cell in
the embryo is largely determined by its position in the lineage
diagram13,15,22,23 (Supplementary Fig. 3 and Supplementary Movie).
We simulated the effect of a spatial constraint on the evolution of
lineage complexity by selecting the metazoan lineages for decreased
complexity, while constraining the lineage positions of terminal
cells (Fig. 4 and Supplementary Fig. 2b). We found that imposing a
negligible selective constraint25 on cell positions eliminated
neutral drift26, and that this reduced the selection response of C
by 1.9–2.4%. In addition, as the strength of the constraint on cell
positions increased, the magnitude of the selection response in cell
lineage complexity decreased by a further 3.6–5.7% (Fig. 4 and
Supplementary Fig. 1b). These results suggest that the metazoan
lineages studied here are almost as simple as the simplest evolvable
under strong constraints on the spatial positions of cells. Changes in
patterns of cell migration might alleviate the effects of the spatial
constraint. This might explain why the H. gingivalis lineage is 5.6%
and 7.9% simpler than comparableC. elegans and P. marinamuscle-
contraction P1 sublineages (Supplementary Methods), respectively,
and shows greater levels of cell migration than either of these
species23,27.

The existence of spatial constraints is not, however, the only
reason that cell lineages do not evolve towards even greater
simplicity. The selection responses of populations of lineages
selected for increased simplicity repeatedly formed plateaus (Fig. 4
and Supplementary Fig. 1b). In no case were the plateaus caused by
convergence on the simplest possible cell lineages because it is easy
to construct lineages with the same cellular composition as the real
ones, but that are far simpler than the simplest lineages achieved
in our simulations. For example, we have derived an artificial
C. elegans lineage withC ¼ 4.6% (Supplementary Fig. 4), compared
with 35% for the real lineage, and 21–23% for the simplest evolved
lineages (Fig. 4a). Prolonging our simulation runs should lead to a
further reduction in the complexity of the artificial C. elegans

Figure 2 Metazoan embryonic cell lineages are simpler than expected by chance.
a, C. elegans (complete embryonic lineage). b, P. marina (muscle-contraction stage
lineage). c, H. gingivalis (muscle-contraction stage P 1 sublineage). d, H. roretzi (tissue-
restricted stage lineage). Bold lines mark the lineage complexities (C) of the real lineages.

Histograms show the distributions of C for 10,000 matching random lineages (a random

bifurcation lineage with n cells was generated using ALES9 by subjecting a founder cell to

n 2 1 rounds of cell division such that at each round all terminal cells have the same

probability of dividing; cell states were randomly assigned to the terminal cells of the

resulting lineage). Qualitatively similar results were obtained using other null models9 (not

shown).

Figure 3 The simplicity of the ascidian cell lineage. Shortest algorithmic descriptions of
three lineages capable of generating the cells in the H. roretzi tissue-restricted stage

embryo. a, The real lineage has a complexity of C ¼ 32%. b, A random bifurcation

lineage with over twice the complexity of the real one (C ¼ 76%; Fig. 2d). c, The simplest
lineage evolved from the H. roretzi lineage by selection for low complexity is approximately

half as complex as the real one (C ¼ 17%; Fig. 4d). Solid circles represent the reduced

rules required to generate the different terminal cell states (open circles): endoderm (End),

epidermis (Epi), mesenchyme (Mes), muscle (Mus), nervous system (Ner), notochord (Not)

and undifferentiated (Und).
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We simulated the effect of a spatial constraint on the evolution of
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contraction P1 sublineages (Supplementary Methods), respectively,
and shows greater levels of cell migration than either of these
species23,27.
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convergence on the simplest possible cell lineages because it is easy
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in our simulations. For example, we have derived an artificial
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with 35% for the real lineage, and 21–23% for the simplest evolved
lineages (Fig. 4a). Prolonging our simulation runs should lead to a
further reduction in the complexity of the artificial C. elegans

Figure 2 Metazoan embryonic cell lineages are simpler than expected by chance.
a, C. elegans (complete embryonic lineage). b, P. marina (muscle-contraction stage
lineage). c, H. gingivalis (muscle-contraction stage P 1 sublineage). d, H. roretzi (tissue-
restricted stage lineage). Bold lines mark the lineage complexities (C) of the real lineages.

Histograms show the distributions of C for 10,000 matching random lineages (a random

bifurcation lineage with n cells was generated using ALES9 by subjecting a founder cell to

n 2 1 rounds of cell division such that at each round all terminal cells have the same

probability of dividing; cell states were randomly assigned to the terminal cells of the

resulting lineage). Qualitatively similar results were obtained using other null models9 (not

shown).

Figure 3 The simplicity of the ascidian cell lineage. Shortest algorithmic descriptions of
three lineages capable of generating the cells in the H. roretzi tissue-restricted stage

embryo. a, The real lineage has a complexity of C ¼ 32%. b, A random bifurcation

lineage with over twice the complexity of the real one (C ¼ 76%; Fig. 2d). c, The simplest
lineage evolved from the H. roretzi lineage by selection for low complexity is approximately

half as complex as the real one (C ¼ 17%; Fig. 4d). Solid circles represent the reduced

rules required to generate the different terminal cell states (open circles): endoderm (End),

epidermis (Epi), mesenchyme (Mes), muscle (Mus), nervous system (Ner), notochord (Not)

and undifferentiated (Und).
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• Embryonic lineage complexity near that of in silico evolved 
lineages constrained by spatial positioning of cells
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The genome as a program - gene regulatory networks

Fig. 2. The dorsal–ventral GRN in Drosophila. The overall presentation is similar to that in Fig. 1. The diagram represents regulatory inputs and outputs for 46 genes
expressed in the early embryo, from 2 to 5 h after fertilization. During this 3-h window, the syncytial embryo undergoes cellularization, mesoderm invagination, and
the rapid phase of germband elongation. The color coding, from bottom to top, represents the three primary embryonic tissues as follows: mesoderm (Bottom, blue),
ventral neurogenic ectoderm (Middle, yellow), and dorsal neurogenic ectoderm plus dorsal ectoderm (Top, yellow). The light shading to the left of the diagram
represents syncytial stages, between 2 and 3 h after fertilization. The darker shading to the right represents cellularized embryos undergoing gastrulation.
Dorsal–ventral patterning is initiated by the graded distribution of the Dorsal transcription factor. Peak levels of Dorsal enter nuclei in ventral (bottom) regions of the
embryo, intermediate levels in lateral regionsthatformtheventralneurogenicectoderm,andlowlevels inthedorsalneurogenicectoderm.ThisDorsalnucleargradient
is formed by the differential activation of the Toll signaling pathway (35), which in turn depends on the localized transcription of pipe in ventral follicle cells of the egg
chamber (57). The pipe gene is probably repressed by EGF signaling, which is restricted to dorsal follicle cells because of the asymmetric position of the oocyte nucleus
(58). Localized transcription of pipe in ventral follicle cells leads to a serine protease cascade on the ventral surface of the growing oocyte (ndl, gd, snk, and ea) that
cleaves an inactive precursor form of the Spatzle (spz) ligand (59). The active ligand is thought to be deposited in a graded fashion along the ventral and lateral surface
of the unfertilized egg. After fertilization, the Spz gradient leads to the Dorsal nuclear gradient within the syncytial embryo. High levels of Dorsal activate several genes
in ventral regions that constitute the presumptive mesoderm, including twist (twi), snail (sna), NF-YC (a specialized component of the general NF-Y CCAAT binding
complex), the FGF Heartless receptor (Htl), and Heartbroken (Hbr; also called Dof and Stumps), which transduces FGF signaling within the cell (30, 36). Twi is an activator
that works in concert with Dorsal to activate sna expression in the mesoderm (9), and there is evidence that Twi also helps activate htl and hbr (36). Dorsal, Twi, and
Sna regulate a large number of genes during the syncytial phases of dorsal–ventral patterning, including brk, vnd, rho, and vn, which are selectively activated in ventral
regions of the neurogenic ectoderm (60). Dorsal and Twi work in a synergistic fashion to activate these genes, whereas the Sna repressor excludes their expression from
the ventral mesoderm. Low levels of the Dorsal gradient activate short gastrulation (sog) and thisbe (ths) throughout the neurogenic ectoderm, in both dorsal
and ventral regions (9, 30). Both genes encode secreted signaling molecules; Sog inhibits Dpp signaling (61), whereas Ths is related to FGF8 and activates FGF signaling
in the dorsal mesoderm during gastrulation (see below). Low levels of Dorsal also repress tolloid (tld), zerknullt (zen), and decapentaplegic (dpp), which are required
for the patterning of the dorsal ectoderm after cellularization (9). Definitive tissues begin to arise from each of the generic embryonic territories at the onset of
gastrulation. The shading highlights the tinman (tin) and even-skipped (eve) genes, which gives rise to derivatives of the dorsal mesoderm such as visceral and cardiac
muscles (31). eve is activated by Twi, Tin, Ets-containing transcription factors induced by FGF signaling, and Smad transcription factors induced by Dpp signaling after
the internal dorsal mesoderm comes into contact with the dorsal ectoderm after gastrulation (31, 62). The shading in the central neurogenic ectoderm highlights a
positive feedback system that is coordinated by the regulatory gene sim. sim is activated by Dorsal, Twi, and Su(H), the transcriptional effector of Notch signaling (44,
45). An unknown Notch signal emanating from the mesoderm induces sim expression in the ventral-most row of cells in the neurogenic ectoderm. Sim activates several
components of the EGF signaling pathway, including rho, star, and spitz (47–49). Rho and Star are required for the processing of the Spitz ligand (63), which activates
a ubiquitous EGF receptor (egfr). Activation of EGF signaling leads to the induction of pointed p1 (pnt) expression, which activates orthodenticle (otd) in the ventral
midline (51, 52). EGF signaling and pnt either directly or indirectly maintain the expression of several genes in the neurogenic ectoderm that were previously activated
by Dorsal plus Twi, including ind and vnd, which encode regulatory proteins that pattern the future ventral nerve cord (53, 55). Sim also participates in the activation
of slit (sli), which encodes a signaling molecule required for the proper organization of the neurons that comprise the nerve cord (50). Finally, the shading on top (right)
highlights the differentiation of two derivatives of the dorsal ectoderm: the dorsal epidermis and amnioserosa. A Dpp activity gradient is created in the dorsal ectoderm
from the combined action of the Sog inhibitor emanating from the neurogenic ectoderm and the Tld protease, which releases Dpp from Sog at the dorsal midline (61).
Dpp works together with a ubiquitous bone morphogenetic protein (BMP) signaling molecule called Screw (Scw). Peak levels of Dpp and Scw signaling at the dorsal
midline lead to the phosphorylation and nuclear transport of two Smad transcription factors, Mad and Medea (med) (64). Mad and Medea, along with the Zen
homeodomain regulator, activate a number of genes required for the differentiation and function of the amnioserosa, including hindsight (hnt) and Doc (a Tbx6
transcriptionfactor) (65).Lower levelsofDppplusScwsignalingactivateanumberofregulatorygenesthroughoutthedorsalectoderm, including tailup (tup),u-shaped
(ush), pannier (pnr), and schnurri (shn) (66). These genes respond to lower levels of Mad plus Medea, or as drawn in the diagram, respond solely to a particular activator
complex containing Medea. Shn functions as a repressor that maintains the boundary between the neurogenic ectoderm and dorsal ectoderm by repressing brk (43)
and neurogenic genes such as msh, which is expressed in the dorsal-most regions of the neurogenic ectoderm (53).

4940 ! www.pnas.org"cgi"doi"10.1073"pnas.0408031102 Levine and Davidson

Fig. 1. GRN for endomesoderm specification in sea urchin embryos. (A) GRN for period from initiation of zygotic regulatory control shortly after fertilization
to just before gastrulation (!4–30 h). The short horizontal lines represent relevant cis-regulatory modules of indicated genes on which the color-coded inputs
impinge. The sources of these inputs are other genes of the GRN, as indicated by the thin colored lines. Small open and filled circles represent protein–protein
interactions that occur off the DNA and are not included explicitly in the GRN, the objective of which is to display the predicted genomic regulatory organization
responsible for spatial and temporal expression of the genes it includes. For symbolism, explanations, and access to the BIOTAPESTRY software by which the GRN
is built and maintained, see http:!!sugp.caltech.edu!endomes!webStart!bioTapestry.jnlp, where the current version of GRN is posted or contact E.H.D. The red
circles indicate genes for which genomic cis-regulatory modules have been isolated and shown to generate the relevant spatial and temporal patterns of gene
expression of the endogenous genes. (B) The cis-regulatory programming of the wnt8 loop, from ref. 24. Experiments demonstrate that the cis-regulatory system
includes Tcf sites that are required to maintain expression and that respond to the !-catenin–Tcf input (n!-TCF); as is well known, reception of the Wnt8 signal
ligand causes intracellular formation of nuclear !-catenin–Tcf complex in the recipient cells. Thus, the endomesodermal cells are engaged in a self-stimulating,
positive reinforcement of expression of Tcf-responsive genes (see A). (C) The cis-regulatory programming responsible for reception by adjacent presumptive
mesodermal cells of a Delta signal emitted by skeletogenic cells and for activation of pigment cell differentiation genes (29); these are SuTx (Sulfotransferase),
Dpt (Dopachrome tautomerase), Pks (Polyketide synthetase), and FvMo (Flavine-containing monoxigenase). The Delta signal is received by a Notch receptor that
together with a Supressor of Hairless [Su(H)] transcription factor already present in these cells transmits a permissive input to the cis-regulatory module of the
gcm regulatory gene. These relationships were established experimentally in gene transfer studies by using a mutant Su(H) factor and by mutational analysis
of the gcm cis-regulatory module (A. Ransick and E.H.D., unpublished data). After activation, gcm locks itself on by autoregulation. (D) Endoderm specification

4938 " www.pnas.org!cgi!doi!10.1073!pnas.0408031102 Levine and Davidson

L. Bodenstein. Mechanisms of Development, 162 (2020) 
https://doi.org/10.1016/j.mod.2020.103606

Liberman, PNAS, (2009)
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• Blueprint:    The genome is not isomorphic to the outcome 
Does not specify « how to build » the organism 

• Codescript 

• Program 
Algorithmic determinism is implied but organisms can find alternative 
routes when perturbed (eg. regeneration, adaptation) 
A computer program is brittle (high probability of failure if error in code) 
but organism are highly robust and can repair errors. 
Organisms are subject to fluctuations of all kinds unlike machines/
computers piloted by programs 
Organisms reconfigure constantly unlike most machines/programs.  
The organism/cellular states are not unambiguously defined in a 
complete way neither by genes nor by anything else.  

 
in connection with mutation, lethally as a rule, but with a possibility of 
continuing reproduction with a modification of traits. It is, of course, 
equally clear at which point the analogy ceases to be valid. The natural 
gene does probably not contain a complete description of the object whose 
construction its presence stimulates. It probably contains only general 
pointers, general cues. In the generality in which the foregoing 
consideration is moving, this simplification is not attempted. It is, 
nevertheless, clear that this simplification, and others similar to it, are in 
themselves of great and qualitative importance. We are very far from any 
real understanding of the natural processes if we do not attempt to 
penetrate such simplifying principles. 

Small variations of the foregoing scheme also permit us to construct 
automata which can reproduce themselves and, in addition, construct 
others. ( Such an automaton performs more specifically what is probably 
a-if not the-typical gene function, self-reproduction plus production-or 
stimulation of production-of certain specific enzymes.) Indeed, it suffices 
to replace the ID by an instruction ID+F., which describes the automaton D 
plus another given automaton F. Let D, with ID+F. inserted into A within it, 
be designated by EF This EF clearly has the property already described. It 
will reproduce itself, and, besides, construct F. 

Note that a "mutation" of EF, which takes place within the F-part of ID+F 
in EF, is not lethal. If it replaces F by F', it changes EF into EF’ that is, the 
"mutant" is still self-reproductive; but its by-product is changed-F' instead 
of F. This is, of course, the typical non-lethal mutant. 

All these are very crude steps in the direction of a systematic theory of 
automata. They represent, in addition, only one particular direction. This 
is, as I indicated before, the direction towards forming a rigorous concept 
of what constitutes "complication." They illustrate that "complication" on 
its lower levels is probably degenerative, that is, that every automaton that 
can produce other automata will only be able to produce less complicated 
ones. There is, however, a certain minimum level where this degenerative 
characteristic ceases to be universal. At this point automata which can 
reproduce themselves, or even construct higher entities, become possible. 
This fact, that complication, as well as organization, below a certain 
minimum level is degenerative, and beyond that level can become 
self-supporting and even increasing, will clearly play an important role in 
any future theory of the subject. 
 

 

 
DISCUSSION  

 
 

DR MC CULLOCH: I confess that there is nothing I envy Dr. von Neumann 
more than the fact that the machines with which he has to cope are those 
for which he has, from the beginning, a blueprint of what the machine is 
supposed to do and how it is supposed to do it. Unfortunately for us in the 
biological sciences-or, at least, in psychiatry-we are presented with an 
alien, or enemy's, machine. We do not know exactly what the machine is 
supposed to do and certainly we have no blueprint of it. In attacking our 
problems, we only know, in psychiatry, that the machine is producing 
wrong answers. We know that, because of the damage by the machine to 
the machine itself and by its running amuck in the world. However, what 
sort of difficulty exists in that machine is no easy matter to determine. 

As I see it what we need first and foremost is not a correct theory, but 
some theory to start from, whereby we may hope to ask a question so that 
we'll get an answer, if only to the effect that our notion was entirely 
erroneous. Most of the time we never even get around to asking the 
question in such a form that it can have an answer. 

I'd like to say, historically, how I came to be interested in this particular 
problem, if you'll forgive me, because it does bear on this matter. I came, 
from a major interest in philosophy and mathematics, into psychology 
with the problem of how a thing like mathematics could ever arise-what 
sort of a thing it was. For that reason, I gradually shifted into psychology 
and thence, for the reason that I again and again failed to find the 
significant variables, I was forced into neurophysiology. The attempt to 
construct a theory in a field like this, so that it can be put to any 
verification, is tough. Humorously enough, I started entirely at the wrong 
angle, about 1919, trying to construct a logic for transitive verbs. That 
turned out to be as mean a problem as modal logic, and it was not until I 
saw Turing's paper that I began to get going the right way around, and 
with Pitta' help formulated the required logical calculus. What we thought 
we were doing (and I think we succeeded fairly well) was treating the 
brain as a Turing machine; that is, as a device which could perform the 
kind of functions which a brain must perform if it is only to go wrong and 
have a psychosis. The important thing was, for us, that we had to take a 
logic and subscript it for the time of the occurrence of a signal ( which is, 
if you will, no more than a proposition on the move). This was needed in 
order to construct theory enough to 3e able to state how a nervous system 
could do anything. The delightful thing is that the very simplest set of 
appropriate assumptions is 
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J. von Neumann
>>Need to characterise the properties of these « pointers, general cues ». 
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• Description in the genome of the core components and of the means to synthesize 
them in the right sequence.  

• But the actual making of cells and organisms is set and constrained by the physical-
chemistry 

• The physics and chemistry is not encoded but provides the necessary environment 
for the genome and the whole cell to function at a molecular level and across scales 

• Conveys a less deterministic concept than the algorithmic program and states what 
the genome doesn’t encode (eg. Physics and chemistry). 

• Yet, it doesn’t present what the properties of the « recipe » are that would distinguish 
it from the program

K.J. Mitchell (2018). Innate — How the wiring of our brains shapes who we are. 
Princeton Univ. Press, Princeton NJ.

Physics &  
Chemistry
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Plan

1. The egg as a « compressed information » state  
2. The genome as a carrier of developmental information 
3. Metaphors for the genome: blueprint, code script, program, etc. 
4. Properties of Genotype to Phenotype mapping 
5. Low dimensional representations 
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• One gene one function hypothesis 
— Ephrussi and Beadle: Drosophila eye colour phenotypes and 
mutants suggested 1 gene - 1 enzyme relationship 
— Beadle and Tatum (amino acids synthesis mutant in Neurospora 
crassa): 1 gene - 1 enzyme. Nobel Prize, 1958.

Relationships between Genotype and PhenotypeGENETICS: BEADLE AND TA TUM

In this connection one should note that the factor of selection pressure will
probably also vary where such isolation arises, as well as that of population
size, for the populations will be held in somewhat different environments.

It may be noted in closing that here is a physiological factor acting on
population mechanics that does not depend upon genetic change for
changes in its specificity of action; in this respect it is similar to the homing
reaction in salmon4 and birds," to the conditioned mating preferences of
birds6 and to the reactions of ants toward colony mates.7

1 Thorpe, W. H., Proc. Roy. Soc. (London), 127, 424-433 (1939).
2 Suster, von P. M., Zool. Anzeiger, 102, 222-224 (1933).
' Wright, S., The New Systematics, Oxford, 161-183 (1940).
4 Taft, A. C., and Shapovalov, L., Calif. Fish and Game, 24, 118-125 (1938).
5 Cushing, J. E., Condor, 43, 103-107 (1941).
6 Cushing, J. E., Ibid., 43, 233-236 (1941).
7 Fielde, A. M., Biol. Bull., 5, 320-325 (1903).

GENETIC CONTROL OF BIOCHEMICAL REACTIONS IN
NEUROSPORA *

By G. W. BEADLE AND E. L. TATUM
BIOLOGIcAL DEPARTMENT, STANFORD UNIVERSITY

Communicated October 8, 1941
From the standpoint of physiological genetics the development and

functioning of an organism consist essentially of an integrated system of
chemical reactions controlled in some manner by genes. It is entirely
tenable to suppose that these genes which are themselves a part of the
system, control or regulate specific reactions in the system either by
acting directly as enzymes or by determining the specificities of enzymes.'
Since the components of such a system are likely to be interrelated in
complex ways, and since the synthesis of the parts of individual genes are
presumably dependent on the functioning of other genes, it would appear
that there must exist orders of directness of gene control ranging from
simple one-to-one relations to relations of great complexity. In investi-
gating the r6les of genes, the physiological geneticist usually attempts to
determine the physiological and biochemical bases of already known
hereditary traits. This approach, as made in the study of anthocyanin
pigments in plants,2 the fermentation of sugars by yeasts3 and a number
of other instances,4 has established that many biochemical reactions are
in fact controlled in specific ways by specific genes. Furthermore, investi-
gations of this type tend to support the assumption that gene and enzyme
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B. Ephrussi and G. Beadle (1935-36)

sequence as there are producer genes
in a battery.

In the case shown in Fig. 1 B, how-
ever, redundancy is present between
the integrator genes of different integra-
tor sets. A particular producer gene,
in this example, is included in each of
several batteries calling on it by virtue
of the inclusion of the same integrator
gene adjacent to each of the appro-
priate sensor genes. Here there will be
as many copies of a given integrator-
gene as there are batteries that call on
its producer gene. For certain common-
ly required genes, for example those
used in the fundamental biochemistry
of each cell, this could be a very large
number indeed.

Systems of the type portrayed in Fig.
1A might be most useful in the case
where the producer genes to be inte-
grated direct the synthesis of enzymes
whose function is tightly coordinated
physiologically, for example, the ten
enzymes of the urea synthesis system.
Where the system is needed, all the
genes would be needed. The system
portrayed in Fig. 1 B is a more power-
ful integrative system since it can gov-
ern a larger diversity of producer genes.
The number of receptor sequences gov-
erning each producer sequence is prob-
ably small since transcription of a pro-
ducer gene sequence is not likely to be
activated from a great distance along
the DNA strand. There is no reason a
priori, on the other hand, to restrict the
number of integrator genes per integra-
tor set, except for the requirement that
the integrator genes not be so distant
that there is a high probability of their
being separated by translocation.

In this model, regulation is accom-
plished by sequence-specific binding of
an activator RNA and not by sequence
recognition on the part of histones.
The latter seem clearly to be the gen-
eral inhibitors of transcription in the
genome, but evidently these general in-
hibitors do not possess sufficient diver-
sity to be considered as sequence-
specific regulatory elements themselves
(9, 10). We have assumed that, unless
otherwise specified, the state of the
higher cell genome is histone-mediated
repression and that regulation is accom-
plished by specific activation of other-
wise repressed sites, rather than by
repression of otherwise active sites.

Figure 2 combines the elements and
systems we have thus far described. In
the remainder of our discussion we con-
sider various properties and conse-
quences of the minimal model, as por-
trayed in this figure. The magnitude of
25 JULY 1969

the producer gene batteries is only sug-
gested by the diagram in Fig. 2, and
of course no attempt has been made
to portray the actual complexity of the
system, that is, to illustrate the number
of elements whose function is likely to
be integrated in a living cell. Obvious-
ly, the coordination of many batteries
of genes is required in order to account
for massive changes in differentiated
state, such as the neogenesis of a tissue
during development. We visualize such
phenomena as being mediated by sensor
genes sensitive to the products of in-
tegrator genes in other integrative sets.
In other words, a single inducing agent
could lead to the activation of a num-
ber of sensor-integrator sets, activating
a vast number of producer genes.

Sequential patterns of gene activa-
tion, as in development, could result if
certain sensors respond to the products
of producer genes. In addition, the pro-
tein of a newly effective sensor assem-
bly is, in the model, a product of a
previously activated producer gene.
Stabilization of a cell type in a given
state of differentiation might also be
explained in this way. Living systems
continuously adjust their activities in
accordance with their internal state,
and it is evident that a requirement
for sensors sensitive to feedback con-
trol by certain prodtucer-gene products
exists as well.

Fraction of the Genome
Utilized for Regulation

Broadly speaking, genome size in-
creases with the grade of organization
of eukaryotes, as first pointed out by
Mirsky and Ris in 1951 (11, 12). The
wide range of genome sizes often ob-
served among closely related creatures
obscures the correlation. Organisms
with large genomes presumably have a
requirement for genomic information
similar to that of their relatives with
smaller genomes. This implies the evo-
lutionary multiplication of the genome
of ancesitors possessing the minimum
amount of DNA required to effect each
grade of organization. It is thus useful
to consider the minimum amount of
DNA observable at each grade of or-
ganization. Figure 3 shows the minimum
genome size (13) for some major steps
in evolution between viruses and the
higher chordates.

A reasonable explanation has not
been advanced for the large genome
sizes occurring at the higher organiza-
tional levels. Most of the known bio-
synthetic pathways are already repre-
sented in unicellular organisms. It is not
possible to estimate the increase in
number of producer genes required to
specify structure and chemistry at the
higher levels of organization. Nonethe-
less, it seems unlikely that the 30-fold
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show which sensor genes control the transcription of the producer genes. At each sensor
the battery of producer genes activated by that sensor is listed. In reality many
batteries will be much larger than those shown and some genes will be part of
hundreds of batteries.
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Table 1. Several of the functionally linked
enzyme systems present in liver (17, chapter
12; 36). Uridine monophosphate, UMP;
adenosine monophosphate, AMP.

Number
System of

enzymes

Glycogen synthesis 5
Galactose synthesis 6
Phosphogluconate oxidation 11
Glycolysis 12
Citric acid cycle 17
Lecithin synthesis 8
Fatty acid breakdown 5
Lanosterol synthesis 10
Phenylalanine oxidation 8
Methionine to cysteine 10
Methionine to aspartic acid 10
Urea formation 10
Coenzyme A synthesis 6
Heme synthesis 9
Pyrimidine synthesis (to UMP) 6
Purine synthesis (to AMP) 14

increase from poriferan to mammal can
be attributed to a 30-fold increase in
the number of producer genes. This
problem cannot be escaped by attrib-
uting the large genome size to redun-
dancy. Fifty-five percent of the DNA
of the calf, for example, occurs in non-
repeti-tive sequences (14). This is
enough DNA to provide almost 107
diverse producer-gene sequences the
size of the gene coding for the beta
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Fig. 3. The minimum amount of DNA
that has been observed for species (13)
at various grades of organization. Each
point represents the measured DNA con-
tent per cell for a haploid set of chromo-
somes. In the cases of mammals, amphib-
ians, teleosts, bacteria, and viruses enough
measurements exist to give the minimum
value meaning. However for the inter-
mediate grades few measurements are
available, and the values shown may not
be truly minimal. No measurements were
unearthed for acoela, pseudocoela and
mesozoa. The ordinate is not a numerical
scale, and the exact shape of the curve
has little significance. The figure shows
that a great increase in DNA content is a
necessary concomitant to increased com-
plexity of organization.
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chain of hemoglobin. A few other mea-
surements have been made which in-
dicate that such diversity in DNA se-
quence is general (15).

Quite possibly, the principal differ-
ence between a poriferan and a mam-
mal could lie in the degree of integrated
cellular activity, and thus in a vastly
increased complexity of regulation
rather than a vastly increased number
of producer genes (16). Much of the
DNA accumulating in the genomes
toward the upper end of the curve in
Fig. 3 might then have a regulative
function. The model also suggests that
a large amount of DNA could be de-
voted to regulatory function: consider
integrator and receptor sequences which
are not redundant. In this case a bat-
tery of producer genes would require a
distinct integrator gene for each pro-
ducer gene. Producer genes occurring
in several batteries would require re-
ceptor genes corresponding to each
battery. The resulting multiplicity of
integrator and receptor genes might
result in a much larger quantity of
DNA in regulatory sequences than in
producer sequences. It is likely that an
Jever-growing library of different com-
binations of groups of producer genes
is needed as more complex organisms
evolve. An effective way of storing the
information specifying these combina-
tions in the genome is to make use of
sensors responsive to the activator
RNA's of other integrative sets. Thus
we propose that a higher level of in-
tegrator gene sets is accumulated. Each
of these, when activated, could specify
a very large program of producer gene
activations by specifying the activity of
a network of other sensor-integrator
sets. Thereby many batteries of genes
of the sort shown in Fig. 2 could be
activated.

Experimental Justification of
the Elements of the Model

There are five important classes of
elements in this model: sensor genes,
integrator genes, activator RNA, recep-
tor genes, and producer genes. Is this
degree of complexity really necessary?
The particular set of elements we have
postulated may of course not be the re-
quired ones. Five, however, is the min-
imum number of classes of elements
which can carry out the following
formally described process: (i) response
to an external signal; (ii) production
of a second signal; (iii) transmission of

the second signal to a number of recep.
tors unresponsive to the original signal;
(iv) reception of the second signal; and
(v) response to this event by activation
of a producer gene and its transcrip-
tion to provide the cell with the pro-
ducer gene product. In the following
sections we examine evidence that such
a description is applicable to gene regu-
lation in higher organisms, and explore
evidence that suggests the existence of
the elements of the model.

Integration of Physically
Unlinked Producer-Gene Activity

We have assumed that a given state
of differentiation depends on the co-
ordinated activity of a number of bio-
chemical systems. Each of these systems
will probably contain a number of
components. As an example, Table 1
lists some of the enzyme systems op-
erating in one cell type, mammalian
liver.

An underlying principle of this model
is that producer genes active in any
given tissue need not be physically
linked in the genome. For physically
adjacent producer genes, integration of
activity could be based on the operation
of gigantic polycistronic tissue-specific
operons. There are good reasons for
believing that this is not the case in
eukaryotes. Some producer genes are

called into activity in a number of dif-
ferent tissues, as illustrated in Table 2.

Table 2 shows the overlapping pat-
tern of activity for 17 enzymes in 8
tissues. Direct contiguity of active pro-
ducer genes could not produce this set
of patterns if a single copy of each
gene were present in the genome. Ge-
netic evidence does not at present indi-
cate the presence of multiple producer
genes yielding identical products, ex-

cept for ribosomal RNA and transfer
RNA. An equally strong point can be
made that control of the producer gene
sets for the systems listed in Table 1
cannot be based on physical linkage of
one set to the next in the liver genome.
In other tissues, some but not all of
these systems are functional (17). In
other words, even where the producer
genes within a physiologically coordi-
nated enzyme system (Table 1) are

linked, the same formal problem re-
mains: a mechanism is required for
coordinating the activity of the non-
contiguous systems of producer genes
characteristic of each state of differen-
tiation. In at least some instances the
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tory system. Not only must the changes
be compatible with the interplay of
regulatory processes in the adult, but
also during the events of development
and differentiation. At higher grades
of organization, evolution might indeed
be considered principally in terms of
changes in the regulatory systems. It is
therefore a requirement of a theory of
genetic regulation that it supply a means
of visualizing the process of evolution.

Inactivity of New Genetic Material

A characteristic of this model is that
DNA sequences are inactive in tran-
scription, unless specifically activated.
Thus the genome of an organism can
accommodate new and even useless or
dangerous segments of DNA sequence
such as might result from a saltatory
replication (35). Initially these sequen-
ces would not be transcribed, and thus
would not be subject to adverse selec-
tion. Only by inclusion in integrated
producer gene batteries (through trans-
location of receptor genes) would their
usefulness as producer genes be tested.

Formation of New Integrative Relations

A peculiar combination of conserva-
tism and flexibility is supplied by the
model system. Preexisting useful bat-
teries of genes will tend to remain inte-
grated in function. At the same time,
there is the potentiality of formation of
new integrative combinations of pre-
existing producer genes. These combi-
nations would be the result of transloca-
tions, principally among the integrator
gene sets. Less often, new producer
gene batteries would result from events
in which receptor genes are translocated
into positions contiguous to other pro-
ducer genes.

We visualize many of the integrator
genes and receptor genes as being mem-
bers of families of repeated DNA se-
quences. It is known that new repeated
sequence families have originated pe-
riodically in the course of evolution
(35). The new families of repeated se-
quences might well be utilized to form
integrator and receptor gene sets speci-
fying novel batteries of producer genes.
Thus saltatory replications can be con-
sidered the source of new regulatory
DNA. All that is required for regula-
tory function in this model is sequence
complementarity (translocation of mem-
bers of the same repetitive sequence
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family to integrator and receptor posi-
tions). Almost any set of nucleotide
sequences would suffice. The likelihood
of utilization of new DNA for regula-
tion is thus far greater than the likeli-
hood of invention of a new and useful
amino acid sequence, since for the
latter case great restrictions on the nu-
cleotide sequence exist.

Changes in the integrator systems
make possible the origin of new func-
tions and possibly even of new tissues
and organs. In other words, the model
supplies an avenue for the appearance
of novelty in evolution by combining
into new systems the already function-
ing parts of preexisting systems.

Divergence within Repeated
Sequence Families

Individual sequences may differ from
others in a family as a result of many
base changes. We presume that binding
of activator RNA to the receptor genes
will occur for a degree of sequence
homology far short of perfect comple-
mentarity. However, at some degree of
divergence, binding would be lost, and
a producer gene would fail to be acti-
vated as a part of its previous battery.
Eventually, the process of divergence
might yield regulatory DNA in which
the original patterns of repetition are
no longer observable. In this way, non-
repeated (unique) regulatory DNA
could arise, leading to the situation
discussed earlier with respect to the
fraction of the genome utilized for
regulation.

The possibility of increasing sequence
divergence among integrator and recep-
tor genes suggests a novel evolutionary
mechanism. The divergence of regula-
tory sequences can be expected to be
reversible. If the degree of comple-
mentarity required for binding between
activator RNA and receptor sequence
is fairly low then a reasonably good
probability would exist for a sub-
sequent base change to restore the
complementarity lost by an earlier
change. Intermediate degrees of tran-
scription of certain producer genes
will probably result since sequences
with a degree of complementarity near
some critical value will bind only part
of the time. Natural selection could
then reversibly affect the integration of
individual producer genes into batteries.
The potentiality for smoothly changing
patterns of integration among many
sets of producer genes supplies a

mechanism for direct adjosthnent by
natural selection of the organization of
systems of cellular activity. In other
words, the model implies that selective
factors can influence the integrative
configurations in which an organism
uses its genes.

The families of repeated sequences
that appear and remain in the genome
of a species affect the rate at which
newly integrated systems of producer
genes will arise. Thereby, the rate of
evolution is affected. It follows that the
rate of evolution will be acted on by
natural selection.

The issues raised in considering the
evolution of the regulatory systems
themselves are of a magnitude which is
really out of reach in this brief discus-
sion. However, the model offers inter-
esting and surprising predictions. The
properties of the model regulatory sys-
tem suggest that both the rate and the
direction of evolution (for example, to-
ward greater or lesser complexity) may
be subject to control by natural selec-
tion.

Summary

A theory for the genomic regulation
systems of higher organisms is de-
scribed. Batteries of producer genes
are regulated by activator RNA mole-
cules synthesized on integrator genes.-
The effect of the integrator genes is to
induce transcription of many producer
genes in response to a single molecular
event. Current evidence suggesting the
existence of elements of this model is
summarized. Some evolutionary impli-
cations are indicated.
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• Multiple genes contribute to a phenotype (function) 
• A function (phenotype) is dependent on many genes organised in 

Regulatory Network (GRNs)
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• The Epigenetic landscape concept 

Relationships between Genotype and Phenotype

The strategy of the genes (1957). Chap. 2. The 
cybernetics of development 
• Development is complex process comprising 

regionalisation (patterning), histogenesis 
(differentiation) and morphogenesis. 

• Development entails evolution overtime in a 
multidimensional space that characterises its 
composition (genes, proteins and other 
components of cytoplasm). 

• A phase space best characterises development.

C.H. Waddington (1957). The strategy of the genes. 
A discussion of some aspects of theoretical biology. 

C.H. Waddington 
(1905-1975)
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• Epigenetic landscape concept  

Relationships between Genotype and Phenotype

• This system exhibits 
tendency towards a 
kind of equilibrium 
centred not on state 
but on a direction of 
change (homeorhesis, 
flow) 

• A creode (« necessary 
path ») is a 
representation by a 
trajectory in phase 
space of a temporal 
succession of states 
towards which the 
system will relax if 
perturbed.

End states 
(eg. Eye, 
brain, spinal 
chord …)

Initial states (different cytoplasmic 
states in different parts of the egg)

• A complex system of interactions underlies 
the epigenetic landscape 

• Pegs represent genes and tension on guy 
ropes the chemical forces exerted by genes

Genotype 
High dimensional

Phenotype 
Low dimensional

• Connection between genotype and phenotype is 
Non-isomorphic, non-linear, combinatorial, indirect
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The advent of genetics as an autonomous field of 
inquiry is closely associated with the establishment of 
the concepts of genotype and phenotype (Sapp, 1983). 
Heritable variation is generated at the genotypic level. 
Mendelian laws specify how this variability is trans- 
mitted to the next generation while selection operates 
at the level of gene product, i.e., the phenotype, The 
definition of this conceptual genotype-phenotype di- 
chotomy allowed, for example, the integration of 
Mendelian genetics and population dynamics; a po- 
werful tool of analysis which has been at the core of the 
Neo-Darwinian Synthesis (e.g. Provine, 1971; Mayr & 
Provine, 1980). A consequence of the consolidation of 
this conceptual framework was the effective eliminati- 
on of development from the corpus of theoretical 
evolutionary biology. 

In the theoretical scheme proposed by evolutionary 
genetics, development is the function that maps the 
genotype onto the phenotype. It is well known that, 
even at the lowest levels of protein transcription, the 
relationship genotype-phenotype is not one-to-one. 
At higher levels of interaction, such as morphological 
traits, the genotype-phenotype is more complex and 
non-linear. For such a reason, genetic theory has to 
postulate ad hoc properties, such as pleitropy, pene- 
trance, covariance, etc. to deal with the non-linear 
interactions characteristic of developmental systems 
(Cheverud, 1984). This phenomenological treatment, 
although satisfactory when studying the dynamics of 
gene transmission and evolution, prevents the possibil- 
ity of studying the role of development in evolution. 

These non-linear interactions at the molecular, 
cellular and tissue levels give a structure to develop- 
mental systems that may have important evolutionary 

consequences. In particular, I would like to review the 
mathematical properties of the genotype-phenotype 
mapping function, explore its emerging properties and 
relate them to the issue of opportunity and constraint 
in morphological evolution. I will conclude with a 
speculative hypothesis on the role of selection at the 
level of the dynamical properties of generative systems. 

The mapping of genes to phenotype 

There are two ways to conceptualize the relationships 
between genes, development and phenotype (Fig. 1). 
Since the discovery of genes as the units of heredity, 
there has been a tendency to view genes as the 
determinants of form. Genes control developmental 
processes, which in turn, generate form (Fig. la). If 
this hierarchical scheme were correct, both morphol- 
ogical evolution and development could be reduced to 
purely genetic problems. This is reflected in the 
positions of some evolutionary geneticists who view 
evolution as a change in gene frequencies, or, in the 
molecular biologist's view of development as a tem- 
poral and spatial sequence of gene expression. 

This depiction of genes and development as in- 
dependent levels is incorrect in the sense that genes do 
not specify development, or even form, because gene 
action itself is intimately linked to developmental 
interactions. This interactive nature of developmental 
processes is illustrated in Fig. 1 b. Genes make proteins 
that either regulate the expression of other genes, or in 
the case of products of the so-called morphogenetic 
genes (e.g. Edelman, 1988), determine morphogenetic 
properties such as extracellular matrix composition, 
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Fig. 1. (A) A hierarchical scheme of the genesis of form with genes as the controlling agents; - -  (B) Cyclical view of development in which genes 
are just one step in the chain of interactions. In this case, gene expression is both the cause and the effect of a morphogenetic process. 

cell adhesion, mitotic rate, diffusion constant, kinetic 
activity, etc. Morphogenesis is the result of complex 
physico-chemical interactions at this level. One of the 
outcomes of morphogenetic processes is that the 
spatial relationships among cell populations are alter- 
ed. Often, a so-called inductive event occurs when 
populations of cells with different developmental 
histories are suddenly juxtaposed as a result of a 
morphogenetic process. Induction implies that the 
expression of some genes is repressed while a new set is 
turned 'on'. 

The implications of this cyclical/feedback scheme 
drastically alter our perception of how complex 
morphologies evolve. Development cannot be re- 
duced to a problem of gene expression, since gene 
expression itself is under epigenetic control (Alberch, 
1989). Therefore, although gene frequencies are a 
valid method for evolutionary 'bookkeeping' (see 
Wimsatt, 1980; Sober & Lewontin, 1982), we cannot 
have a purely genetic theory of morphological evo- 
lution. Such a theory of evolution of complex mor- 
phologies has to be based on the global properties of 
the network of interactions that characterize devel- 
opment (Fig. lb). 

Developmental dynamics and pattern formation 

M o r p h o l o g y  (pa t te rn) i s  the result  o f  the set o f  genet ic  
and  deve lopmen ta l  in teract ions  discussed above.  It is 
essential  to  realize that  these in terac t ions  have p roper -  
ties that  emerge  f r o m  the dynamics  o f  the  system and  
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Fig. 2. (A) The simplest pattern formation mechanism is an 
activator-inhibitor system of interaction which consists of a slow- 
diffusing 'Activator' that induces the production of the 'Inhibitor' 
which diffuses relatively faster than the 'Activator'. The 'Activator' 
induces the production of the 'Inhibitor', which in turn breaks 
down the 'Activator'. Such a system can generate stable spatially- 
heterogenous patterns of chemical distribution; - (B) Genetic 
mutation can affect the values of control parameters, such as 
diffusion rate and kinetic activity, as well as initial conditions. 
Quantitative regulation of these morphogenetic values can ge- 
nerate qualitative different phenotypic outcomes, such a uniform, 
"stripped' or 'spotted' patterns of chemical distribution (e.g. 
Murray, 1981). 
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• Abandon the hierarchical view whereby genes control a sequence of 
processes that lead to form. If so development would be entirely 
dependent on genes. This is incorrect 

• Instead consider feedback interactions between genes, cellular 
properties, tissue geometry, implicating complex physico-chemical 
processes. 
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The advent of genetics as an autonomous field of 
inquiry is closely associated with the establishment of 
the concepts of genotype and phenotype (Sapp, 1983). 
Heritable variation is generated at the genotypic level. 
Mendelian laws specify how this variability is trans- 
mitted to the next generation while selection operates 
at the level of gene product, i.e., the phenotype, The 
definition of this conceptual genotype-phenotype di- 
chotomy allowed, for example, the integration of 
Mendelian genetics and population dynamics; a po- 
werful tool of analysis which has been at the core of the 
Neo-Darwinian Synthesis (e.g. Provine, 1971; Mayr & 
Provine, 1980). A consequence of the consolidation of 
this conceptual framework was the effective eliminati- 
on of development from the corpus of theoretical 
evolutionary biology. 

In the theoretical scheme proposed by evolutionary 
genetics, development is the function that maps the 
genotype onto the phenotype. It is well known that, 
even at the lowest levels of protein transcription, the 
relationship genotype-phenotype is not one-to-one. 
At higher levels of interaction, such as morphological 
traits, the genotype-phenotype is more complex and 
non-linear. For such a reason, genetic theory has to 
postulate ad hoc properties, such as pleitropy, pene- 
trance, covariance, etc. to deal with the non-linear 
interactions characteristic of developmental systems 
(Cheverud, 1984). This phenomenological treatment, 
although satisfactory when studying the dynamics of 
gene transmission and evolution, prevents the possibil- 
ity of studying the role of development in evolution. 

These non-linear interactions at the molecular, 
cellular and tissue levels give a structure to develop- 
mental systems that may have important evolutionary 

consequences. In particular, I would like to review the 
mathematical properties of the genotype-phenotype 
mapping function, explore its emerging properties and 
relate them to the issue of opportunity and constraint 
in morphological evolution. I will conclude with a 
speculative hypothesis on the role of selection at the 
level of the dynamical properties of generative systems. 

The mapping of genes to phenotype 

There are two ways to conceptualize the relationships 
between genes, development and phenotype (Fig. 1). 
Since the discovery of genes as the units of heredity, 
there has been a tendency to view genes as the 
determinants of form. Genes control developmental 
processes, which in turn, generate form (Fig. la). If 
this hierarchical scheme were correct, both morphol- 
ogical evolution and development could be reduced to 
purely genetic problems. This is reflected in the 
positions of some evolutionary geneticists who view 
evolution as a change in gene frequencies, or, in the 
molecular biologist's view of development as a tem- 
poral and spatial sequence of gene expression. 

This depiction of genes and development as in- 
dependent levels is incorrect in the sense that genes do 
not specify development, or even form, because gene 
action itself is intimately linked to developmental 
interactions. This interactive nature of developmental 
processes is illustrated in Fig. 1 b. Genes make proteins 
that either regulate the expression of other genes, or in 
the case of products of the so-called morphogenetic 
genes (e.g. Edelman, 1988), determine morphogenetic 
properties such as extracellular matrix composition, 
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this hierarchical scheme were correct, both morphol- 
ogical evolution and development could be reduced to 
purely genetic problems. This is reflected in the 
positions of some evolutionary geneticists who view 
evolution as a change in gene frequencies, or, in the 
molecular biologist's view of development as a tem- 
poral and spatial sequence of gene expression. 

This depiction of genes and development as in- 
dependent levels is incorrect in the sense that genes do 
not specify development, or even form, because gene 
action itself is intimately linked to developmental 
interactions. This interactive nature of developmental 
processes is illustrated in Fig. 1 b. Genes make proteins 
that either regulate the expression of other genes, or in 
the case of products of the so-called morphogenetic 
genes (e.g. Edelman, 1988), determine morphogenetic 
properties such as extracellular matrix composition, 

are not encoded in the genome (Oster & Alberch, 
1982; Oster et al., 1988). 

Most mathematical models of pattern formation 
are derived from the notion, originally proposed by 
Turing (1952), that spatial heterogeneity can emerge 
from an originally homogeneous state by means of 
diffusion-driven instabilities (Fig. 2). Basically, these 
models involve a set of two or more chemicals that 
diffuse at different rates and react with each other in a 
specific enzyme-substrate (activator-inhibitor) man- 
ner (see Meinhardt 1982, for a review of this kind of 
diffusion-reaction model). Oster et al. (1988) have 
recently reviewed the basic types of pattern-generation 
mechanisms and discussed some of their evolutionary 
implications. Other excellent examples of mathemat- 
ical models of pattern formation can be found in 
Meinhardt (1984, 1986) and Gallin et  al. (1986). 

Morphological diversity is generated by perturba- 
tions (regulation) in parameter values - -  such as rates 
of diffusion, cell adhesion, etc. - -  or initial conditions. 
The structure of the interactions among the com- 
ponents, however, remains constant. Given this as- 
sumption even if the parameters of the system are 
randomly perturbed, by either genetic mutation, or 
experimental manipulation during development, the 
system will generate a limited and discrete subset of 
phenotypes. Thus, the realm of possible forms is a 
property of the internal structure of the developmental 
system. 

Developmental basis ofphenotypie stability and ordered 
evolutionary transformation 

Parameter  Space 

Theory of pattern formation centers around the 
concept of a particular phenotype, P, emerging as the 
result of a series of temporal and spatial interactions 
during development. These interactions are regulated 
by a series of genetically controlled morphogenetic 
parameters (x~, i = 1, 2, ... m), which can either be 
molecular properties such as diffusion and kinetic 
rates, or phenomenological variables, such as elastic 
properties of the extracellular matrix, cell motility 
rates, degree of cell adhesion, etc. In general, the 
relationship between the morphogenetic parameters 
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Fig. 3. Parameter Space. 

and the phenotype can be mathematically stated as: 

dP/dt = tiP, xl) 

where f is an unspecified function describing the 
nature of the interactions, while x~ is a finite number of 
interacting morphogenetic parameters. 

If we know the form of the pattern-generating 
function, we can construct a diagram in which, for 
every combination of parameter values, we have a 
corresponding phenotype, such a diagram is known as 
parameter  space (see Alberch, 1982 and Agur & 
Kerszberg, 1987 for specific examples and further 
discussion of the concept of 'parameter space' in an 
evolutionary context). 

Figure 3 shows a hypothetical parameter space 
composed of six phenotypes: A, B, C, D, E and F, 
determined by the developmental interactions of two 
parameters x~ and x2. There are several general 
conclusions about the properties of pattern-formation 
models that can be illustrated using this figure: 

1. Many combinations of parameter values will 
result in the same phenotype, that is, there is no one- 
to-one correlation between genetically or environ- 
mentally mediated changes in parameter values and 
l~henotypic transformation. 

2. The stability of a particular phenotype is directly 
related to the area (volume, if more than two dimen- 
sions are involved) of its domain in parameter space. A 

1. 1. Many combinations of parameter values result in the same 
phenotype, that is, there is no one-to-one correlation between 
genotype and phenotype. 

2. 2. The stability of a phenotype is related to the area of its domain in 
parameter space (canalisation). 

4.
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where f is an unspecified function describing the 
nature of the interactions, while x~ is a finite number of 
interacting morphogenetic parameters. 
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function, we can construct a diagram in which, for 
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corresponding phenotype, such a diagram is known as 
parameter  space (see Alberch, 1982 and Agur & 
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discussion of the concept of 'parameter space' in an 
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Figure 3 shows a hypothetical parameter space 
composed of six phenotypes: A, B, C, D, E and F, 
determined by the developmental interactions of two 
parameters x~ and x2. There are several general 
conclusions about the properties of pattern-formation 
models that can be illustrated using this figure: 

1. Many combinations of parameter values will 
result in the same phenotype, that is, there is no one- 
to-one correlation between genetically or environ- 
mentally mediated changes in parameter values and 
l~henotypic transformation. 

2. The stability of a particular phenotype is directly 
related to the area (volume, if more than two dimen- 
sions are involved) of its domain in parameter space. A 

• Hypothesis: 

larger domain implies that a broader range of para- 
meter values will result in an identical phenotype. For 
example, phenotype B, which has a relatively small 
domain, should, ontogenetically and phylogenetically, 
be less stable than, say,phenotype D. Thus, the area of 
a domain in parameter space is equivalent to Wad- 
dington's concept of canalization (e.g. Waddington, 
1957). 

3. The lines drawn in Figure 3 correspond to sets of 
critical (xz, x2) values. They constitute transform- 
ational boundaries among phenotypes. That is, a 
small perturbation across the threshold value will 
result in a qualitative change in phenotype. These 
boundaries are known, in the jargon of dynamical 
system theory, as bifurcation boundaries (see Oster & 
Alberch, 1982 for additonal discussion on this issue). 
Examination of bifurcation boundaries suggests that 
many different perturbations in both parameter values 
can result in an identical phenotypic transformation. 

The structure of the bifurcation boundaries in 
parameter space is the evolutionary-relevant property, 
not the specific perturbation pushing the system over 
the threshold. 

4. The stability of a particular population of 
phenotypes will depend on its position in parameter 
space. For example, let us assume a species (Sp. 1), 
wich exhibits phenotype D (which per se is a very 
stable one). However, the distribution of parameter 
values for the members of species 1 places them near a 
bifurcation boundary (Fig. 3). Any small perturbation 
that would increase the values of one, or both, of the 
morphogenetic parameter values would trigger a 
phenotypic transformation from D to either E or F. 
One would predict the phenotype of this species to be 
fairly unstable, in the sense that polymorphisms 
should be generated at relatively high frequencies. 
Conversely, species 2 has a more stable phenotype, A, 
due to its solid position in the center of the domain. 

Transformational diagrams 

From the structure of a specific parameter space (e.g. 
Fig. 3), we can derive information about the relative 
probabilities of occurrence of specific phenotypes, as 
well as about the most probable pathways of trans- 
formation. This analysis is completely independent of 
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Fig. 4 Transformational diagram corresponding to the 'Parameter 
Space' shown in Figure 3. Letters correspond to phenotypes, while 
arrows depict possible transformations. 

any considerations about the relative adaptation of 
the possible phenotypes. 

In general, one would expect the most stable 
phenotypes (i.e., the ones with broader domains in 
parameter space) to be the most probable. For 
example, in Figure 3, phenotype D is more likely to 
occur than B. This fact does not mean that D will 
become evolutionarily 'fixed' as a species. It could be 
that B is a highly adaptative phenotype and D 
corresponds to a lethal teratology. Then, in spite of the 
repeated appearance of phenotype D in the popula- 
tion, selection will push the system toward B and make 
it the norm. This hypothetical scenario illustrates the 
interaction between contravening internal and ex- 
ternal forces in evolution. 

If we assume that genetic mutations result in 
relatively small quantitative changes in morpho- 
genetic parameter values, we can further our analysis 
and transform the parameter space, in Figure 3, into a 
kinematic graph depicting all possible pathways of 
transformation among phenotypes (Fig. 4). I refer to 
this graph as a transformational diagram. For exam- 
ple, smooth perturbation of x~ and x2 in the domain of 
phenotype A can only result in a transformation to B 
or D, with the probability of a particular transform- 
ation proportional to the length of the bifurcation 
boundary between the two phenotypic domains. 

1. 3. The lines correspond to critical (x1, x2) values. They constitute 
transformational boundaries among phenotypes. Bifurcation 
boundaries in dynamical system theory.

1. Implications:  
2. — Robustness: many genotypes give rise to same phenotype 
3. — many genotypic changes can give rise to phenotypic transformation. 
4. — Evolvability: Transformational diagram define allowed phenotypic 

changes, with probability set by the length of boundaries in phase space.

ISpecies II ISpecies 21 
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Fig. 5. Species-specific transformational diagram showing the 
kinds of phenotypic variation that are likely to appear in species 1, 
characterized by phenotype D, and species 2, characterized by 
phenotype A (from Fig. 3). Thicker arrows represent transform- 
ational pathways more probable than the ones depicted by thin 
arrows. 

Each species, or population, will have a unique 
transformation diagram dependent on its position in 
parameter space. In Figure 5, I have shown the 
transformational diagrams for species 1 and 2 in this 
hypothetical example. 

The qualitative differences between frogs and sala- 
manders in the potentiality to lose specific digits (Fig. 
6, see Alberch & Gale, 1985) is probably an empirical 
example of the theoretical diagram in Figure 5. 

Evolvability: the evolution of developmental systems 

Dawkins (1988; see also Arnold et al., 1989) coined the 
term 'evolvability' to describe the ability of a particu- 
lar group to spawn evolutionary raditions. I concur 
with Dawkins that this is a property of embryological 
systems, i.e., certain types of developmental systems 
are better at evolving. For example, the invention of 
multicellularity, segmentation or the sequestration of 
the germ line appear, with hindsight, to have been key 
developmental events that have speeded up the evolu- 
tionary proliferation of lineages. 

Using the approach outlined, it is postulated that 
any particular pattern-generating system (-- develop- 
mental process) has a parameter space (Fig. 3) 
associated with it. The 'evolvability potential' is 
defined by the global properties of the dynamical 
system as described by its parameter space. The key, 
and evolutionarily meaningful, global properties are: 
the stability (canalization) associated with a given phe- 

notype, the topology of bifurcation boundaries that 
define the ability of the system to generate new 
variationand the ordered generation ofphenotypes as 
described in Figures 4-6. 

It is obvious that biological systems, in general, and 
genetic-developmental systems, in particular, are a 
subset of all possible dynamical systems. For example, 
a dynamical system that is highly unstable against 
small perturbation, or one that exhibits chaotic be- 
havior, are not a very adaptative biological system. 
Conversely, a system that is so stable to be immune to 
perturbations, such as genetic mutation, will have 
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Fig. 6. An empirical approach to the study of ordered phylogenetic 
transformations. (A) Two anuran lineages have lost toes in- 
dependently during phylogeny. In both cases the first toe ('the 
thumb')  is the one that has been lost. In salamanders digital loss has 
occurred in at least seven independent cases during evolution. In all 
of the instances the forms have converged in the loss of the fifth toe; 
- -  (B) Identical treatment of an embryonic limb bud with a mitotic 
inhibitor with reversible effects results in the loss of pre-axial digits 
in frogs while salamanders lose post-axial elements. These differ- 
ences in experimentally generated forms parallel observed evoluti- 
onary trends (from Alberch & Gale, 1985). 

1. 4. The stability of a particular set of phenotypes will depend on 
its position in parameter space (sp1 and sp2). 

2.   
3.
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The history of life involves countless evolutionary innovations, a
steady stream of ingenuity that has been flowing for more than 3
billion years. Very little is known about the principles of biological
organization that allow such innovation. Here, we examine these
principles for evolutionary innovation in gene expression patterns.
To this end, we study a model for the transcriptional regulation
networks that are at the heart of embryonic development. A
genotype corresponds to a regulatory network of a given topol-
ogy, and a phenotype corresponds to a steady-state gene expres-
sion pattern. Networks with the same phenotype form a connected
graph in genotype space, where two networks are immediate
neighbors if they differ by one regulatory interaction. We show
that an evolutionary search on this graph can reach genotypes that
are as different from each other as if they were chosen at random
in genotype space, allowing evolutionary access to different kinds
of innovation while staying close to a viable phenotype. Thus,
although robustness to mutations may hinder innovation in the
short term, we conclude that long-term innovation in gene expres-
sion patterns can only emerge in the presence of the robustness
caused by connected genotype graphs.

evolutionary novelty ! evolvability ! genotype–phenotype maps

L ife’s enormous creativity is evident from earth’s millions of
species with unique life styles, from dazzlingly different

modes of development to macromolecules, like proteins and
RNA, in which many different molecular functions (catalysis,
support, and communication) have evolved. There are many
wonderful case studies of individual evolutionary innovations,
from the beaks of Darwin’s finches (1) to the biochemical
innovations represented by the highly refractory eye lens pro-
teins derived from various enzymes (2, 3). These and all other
evolutionary innovations are produced by a combination of
mutation and natural selection, without apparent foresight and
planning. However, mutation and selection do not automatically
produce evolutionary innovation. For instance, man-made sys-
tems, such as computer hardware and software, seem to be
outright incapable of innovation through mutation and selection.
Those complex systems exhibit brittleness: Modifying one com-
ponent often leads to disastrous failure. Diligent research in
areas such as ‘‘evolvable hardware’’ (4–6) is needed to under-
stand how complex functionalities can be rendered insensitive to
individual component changes, thereby facilitating innovation. It
is important to discover what renders living beings so capable of
innovation, partly because the lessons learned could be applied
to the design of complex systems with specific functions.

Biologists increasingly realize that genetic systems need to be
robust to both genetic and nongenetic change (7–14). Robust-
ness means that a system keeps performing its function in the
face of perturbations. For example, many proteins can continue
to catalyze chemical reactions, regulate transcription, commu-
nicate signals, and serve other roles despite mutations changing
many amino acids; regulatory gene networks continue to func-
tion despite noisy expression of their constituent genes; embryos
continue to develop normally even when faced with substantial

environmental variation. Mutational robustness means that a
system produces little phenotypic variation when subjected to
genotypic variation caused by mutations. At first sight, such
robustness might pose a problem for evolutionary innovation,
because a robust system cannot produce much of the variation
that can become the basis for evolutionary innovation.

As we shall see, there is some truth to this appearance, but it
is in other respects f lawed. Robustness and the ability to innovate
cannot only coexist, but the first may be a precondition for the
second. Individual case studies of evolutionary innovation are
essentially anecdotes based on one or a few observations and
would not take us very far in validating this assertion. To examine
the relationship between innovation and robustness, we need to
examine variation in robustness and in the ability to innovate.
That is, we need to examine a great many architectural variants
of a system with similar functions, and innovations derived from
them. Much innovation (proteins with new catalytic activities or
new organismal features like lungs or wings) is surprising,
sometimes even in hindsight. To study innovation systematically,
one needs to take the element of surprise out of it. To do this,
a context is needed where the space of all possible genotypes and
phenotypes of a biological system can be characterized, at least
in principle. Examples include the sequence (genotype) space of
RNA and proteins and the secondary or tertiary structures
(phenotypes) they form (15, 16).

We here address the problem of how robustness relates to
innovation in a model system completely different from RNA,
that of a transcriptional regulation network. In this system, the
genotype is a regulatory genotype, a set of interactions among
transcriptional regulators. The phenotype is the gene expression
pattern produced by these regulatory interactions. We shall be
interested in the relationship between robustness and the ability
to find new phenotypes, a proxy for the ability to innovate, as a
function of the genotype. Despite its level of abstraction, variants
of the model we use have proven successful in explaining the
regulatory dynamics of early developmental genes in the fruit f ly
Drosophila, as well as in predicting mutant phenotypes (17–20).
It has also helped elucidate why mutants often show a release of
genetic variation that is cryptic in the wild type and how adaptive
evolution of robustness occurs in genetic networks of a given
topology (14, 21–27).

The model (Fig. 1a) is concerned with a regulatory network
of N transcriptional regulators, which are represented by their
expression patterns S(t) ! (S1(t), S2(t), . . . , SN(t)) at some time
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• The phenotype is the gene expression pattern produced by 
regulatory interactions in a network 

• Networks with very different organizations can have the same 
phenotype: neutral network .  

• In contrast, two networks with completely unrelated phenotypes can 
be found very close to each other in genotype space. 

t during a developmental or cell biological process and in one cell
or domain of an embryo. These transcriptional regulators can
influence each other’s expression through cross-regulatory and
autoregulatory interactions, which are encapsulated in a matrix
w ! (wij). The elements wij of this matrix indicate the strength of
the regulatory influence that gene j has on gene i (Fig. 1a). This
influence can be either activating (wij " 0), repressing (wij # 0),
or absent. These regulatory interactions can change the expres-
sion state of the network S(t) as time t progresses, according to
the difference equation Si(t $ !) ! "[%j!1

N wij Sj(t)], where ! is
a constant, and "(.) is a sigmoidal function whose values lie in
the interval (&1, $1). This function reflects cooperative regu-
lation of gene i’s expression by other genes. We focus on the
strong cooperation limit where " becomes the sign function, and
thus Si assumes values '1.

We are concerned here with networks whose expression state
starts from a prespecified initial state S(0) at some time t ! 0
during development, and arrives at a prespecified stable equi-
librium state S(. We will call such a network a viable network.
The initial state is determined by regulatory factors upstream of
the network, which may represent signals from the cell’s envi-
ronment or from nearby domains of an embryo. Transcriptional
regulators that are expressed in the stable equilibrium state S(

affect the expression of genes downstream of the network, and
thus the course of development. The matrix w represents the
(regulatory) genotype of this system, and the expression state S(

its phenotype. We here examine variation in the network geno-
type w through variation in the topology of a network, the ‘‘who
interacts with whom,’’ represented by values of wij that are
different from zero (Fig. 1b). Part of the motivation to focus on
topologies is biological: Because biochemical parameters deter-
mining the behavior of cellular circuitry change incessantly and
are difficult to measure, circuit topologies (instead of different
parameters within one topology) are becoming an increasingly
important subject of study (8, 28, 29). Changes in topology
correspond to the loss of a regulatory interaction (wij30), or to
the appearance of a new regulatory interaction that was previ-
ously absent. Such topological changes can occur on very short
evolutionary time scales, in particular in higher eukaryotes with
large regulatory regions (30).

For this model, we will show that genotype space can be
traversed in small steps without changing the phenotype, a
property that is crucial for evolutionary innovation in gene
expression patterns. Furthermore, different novel gene expres-
sion patterns become accessible in different parts of genotype
space. Our use of an abstract model of a biological system
permits a clearer understanding of the relationship between
robustness and evolutionary innovation and the properties of the
genotype to phenotype mapping.

Results
Long-Distance Travel in a Vast Network Space. Networks with
different topologies can be thought of as existing in a space that
has as many dimensions (N 2) as there are regulatory interac-
tions. We showed previously (31) that all or most networks with
the same gene expression pattern S( form a connected graph
(Fig. 1 b and c) in this space. We had previously called this graph
a metagraph (a graph of graphs) because each network can be
viewed itself as a graph (31). However, for consistency with
established terminology, we here refer to this graph as a neutral
network (15). To avoid confusion between a neutral network and

network is connected and the number of edges incident on a node is highly
variable. Note that neutral networks for greater numbers of genes typically
have a huge number of nodes. The number of nodes in a neutral network can
be counted, because different nodes differ only in the signs of their regulatory
interactions.

W =

mRNA
protein

Gene 1

Gene 2

Gene 3

Gene 4

Gene 5

a

b

c

Fig. 1. Neutral networks in transcriptional regulation. (a) A transcriptional
regulation network. Solid black bars indicate genes that encode transcrip-
tional regulators in a hypothetical network of five genes. Each gene is ex-
pressed at a level that is influenced by the transcriptional regulators in the
network. This influence is usually exerted through the binding of a transcrip-
tional regulator to a gene’s regulatory region (horizontal line). The model
represents the regulatory interactions between transcription factors j and
genes i through a matrix w ! (wij). A regulator’s effect can be activating (wij

" 0, red rectangles) or repressing (wij # 0, blue rectangles). Any given gene’s
expression may be unaffected by most regulators in the network (wij ! 0,
white rectangles). The different hues of red and blue correspond to different
magnitudes of wij. The highly regular correspondence of matrix entries to
binding sites serves the purpose of illustration and is not normally found,
because transcription factor binding sites usually function, regardless of their
position in a regulatory region. (b) The topology on the space of genotypes
induced by single mutations. The center network shows a hypothetical net-
work of five genes (Upper) and its matrix of regulatory interactions w (Lower),
if genes are numbered clockwise from the uppermost gene. Red arrows
indicate activating interactions, and blue lines terminating in a circle indicate
repressive interactions. The leftmost network and the center network differ in
one repressive interaction from gene 4 to gene 3 (dashed gray line, black cross,
and large open rectangle). The rightmost network and the middle network
differ in one activating interaction from gene 1 to gene 5 (dashed line, black
cross, and large white rectangle). Each of the three networks corresponds to
one node in a graph as indicated by the large circle around the networks.
These circles are connected because the respective networks are neighbors;
i.e., they differ by one regulatory interaction. [a and b were reproduced with
permission from Ciliberti et al. (31) (Copyright 2007, Public Library of Science)].
(c) The neutral network for a given phenotype. Each node corresponds to a
network of a given topology, and two nodes are connected by an edge if they
differ at one regulatory interaction (n ! 3 genes, 4 # M # 5 regulatory
interactions, and Hamming distance of S(0) and S( of d ! 2/3). This neutral

13592 ! www.pnas.org"cgi"doi"10.1073"pnas.0705396104 Ciliberti et al.
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t during a developmental or cell biological process and in one cell
or domain of an embryo. These transcriptional regulators can
influence each other’s expression through cross-regulatory and
autoregulatory interactions, which are encapsulated in a matrix
w ! (wij). The elements wij of this matrix indicate the strength of
the regulatory influence that gene j has on gene i (Fig. 1a). This
influence can be either activating (wij " 0), repressing (wij # 0),
or absent. These regulatory interactions can change the expres-
sion state of the network S(t) as time t progresses, according to
the difference equation Si(t $ !) ! "[%j!1

N wij Sj(t)], where ! is
a constant, and "(.) is a sigmoidal function whose values lie in
the interval (&1, $1). This function reflects cooperative regu-
lation of gene i’s expression by other genes. We focus on the
strong cooperation limit where " becomes the sign function, and
thus Si assumes values '1.

We are concerned here with networks whose expression state
starts from a prespecified initial state S(0) at some time t ! 0
during development, and arrives at a prespecified stable equi-
librium state S(. We will call such a network a viable network.
The initial state is determined by regulatory factors upstream of
the network, which may represent signals from the cell’s envi-
ronment or from nearby domains of an embryo. Transcriptional
regulators that are expressed in the stable equilibrium state S(

affect the expression of genes downstream of the network, and
thus the course of development. The matrix w represents the
(regulatory) genotype of this system, and the expression state S(

its phenotype. We here examine variation in the network geno-
type w through variation in the topology of a network, the ‘‘who
interacts with whom,’’ represented by values of wij that are
different from zero (Fig. 1b). Part of the motivation to focus on
topologies is biological: Because biochemical parameters deter-
mining the behavior of cellular circuitry change incessantly and
are difficult to measure, circuit topologies (instead of different
parameters within one topology) are becoming an increasingly
important subject of study (8, 28, 29). Changes in topology
correspond to the loss of a regulatory interaction (wij30), or to
the appearance of a new regulatory interaction that was previ-
ously absent. Such topological changes can occur on very short
evolutionary time scales, in particular in higher eukaryotes with
large regulatory regions (30).

For this model, we will show that genotype space can be
traversed in small steps without changing the phenotype, a
property that is crucial for evolutionary innovation in gene
expression patterns. Furthermore, different novel gene expres-
sion patterns become accessible in different parts of genotype
space. Our use of an abstract model of a biological system
permits a clearer understanding of the relationship between
robustness and evolutionary innovation and the properties of the
genotype to phenotype mapping.

Results
Long-Distance Travel in a Vast Network Space. Networks with
different topologies can be thought of as existing in a space that
has as many dimensions (N 2) as there are regulatory interac-
tions. We showed previously (31) that all or most networks with
the same gene expression pattern S( form a connected graph
(Fig. 1 b and c) in this space. We had previously called this graph
a metagraph (a graph of graphs) because each network can be
viewed itself as a graph (31). However, for consistency with
established terminology, we here refer to this graph as a neutral
network (15). To avoid confusion between a neutral network and

network is connected and the number of edges incident on a node is highly
variable. Note that neutral networks for greater numbers of genes typically
have a huge number of nodes. The number of nodes in a neutral network can
be counted, because different nodes differ only in the signs of their regulatory
interactions.
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Gene 5
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Fig. 1. Neutral networks in transcriptional regulation. (a) A transcriptional
regulation network. Solid black bars indicate genes that encode transcrip-
tional regulators in a hypothetical network of five genes. Each gene is ex-
pressed at a level that is influenced by the transcriptional regulators in the
network. This influence is usually exerted through the binding of a transcrip-
tional regulator to a gene’s regulatory region (horizontal line). The model
represents the regulatory interactions between transcription factors j and
genes i through a matrix w ! (wij). A regulator’s effect can be activating (wij

" 0, red rectangles) or repressing (wij # 0, blue rectangles). Any given gene’s
expression may be unaffected by most regulators in the network (wij ! 0,
white rectangles). The different hues of red and blue correspond to different
magnitudes of wij. The highly regular correspondence of matrix entries to
binding sites serves the purpose of illustration and is not normally found,
because transcription factor binding sites usually function, regardless of their
position in a regulatory region. (b) The topology on the space of genotypes
induced by single mutations. The center network shows a hypothetical net-
work of five genes (Upper) and its matrix of regulatory interactions w (Lower),
if genes are numbered clockwise from the uppermost gene. Red arrows
indicate activating interactions, and blue lines terminating in a circle indicate
repressive interactions. The leftmost network and the center network differ in
one repressive interaction from gene 4 to gene 3 (dashed gray line, black cross,
and large open rectangle). The rightmost network and the middle network
differ in one activating interaction from gene 1 to gene 5 (dashed line, black
cross, and large white rectangle). Each of the three networks corresponds to
one node in a graph as indicated by the large circle around the networks.
These circles are connected because the respective networks are neighbors;
i.e., they differ by one regulatory interaction. [a and b were reproduced with
permission from Ciliberti et al. (31) (Copyright 2007, Public Library of Science)].
(c) The neutral network for a given phenotype. Each node corresponds to a
network of a given topology, and two nodes are connected by an edge if they
differ at one regulatory interaction (n ! 3 genes, 4 # M # 5 regulatory
interactions, and Hamming distance of S(0) and S( of d ! 2/3). This neutral
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t during a developmental or cell biological process and in one cell
or domain of an embryo. These transcriptional regulators can
influence each other’s expression through cross-regulatory and
autoregulatory interactions, which are encapsulated in a matrix
w ! (wij). The elements wij of this matrix indicate the strength of
the regulatory influence that gene j has on gene i (Fig. 1a). This
influence can be either activating (wij " 0), repressing (wij # 0),
or absent. These regulatory interactions can change the expres-
sion state of the network S(t) as time t progresses, according to
the difference equation Si(t $ !) ! "[%j!1

N wij Sj(t)], where ! is
a constant, and "(.) is a sigmoidal function whose values lie in
the interval (&1, $1). This function reflects cooperative regu-
lation of gene i’s expression by other genes. We focus on the
strong cooperation limit where " becomes the sign function, and
thus Si assumes values '1.

We are concerned here with networks whose expression state
starts from a prespecified initial state S(0) at some time t ! 0
during development, and arrives at a prespecified stable equi-
librium state S(. We will call such a network a viable network.
The initial state is determined by regulatory factors upstream of
the network, which may represent signals from the cell’s envi-
ronment or from nearby domains of an embryo. Transcriptional
regulators that are expressed in the stable equilibrium state S(

affect the expression of genes downstream of the network, and
thus the course of development. The matrix w represents the
(regulatory) genotype of this system, and the expression state S(

its phenotype. We here examine variation in the network geno-
type w through variation in the topology of a network, the ‘‘who
interacts with whom,’’ represented by values of wij that are
different from zero (Fig. 1b). Part of the motivation to focus on
topologies is biological: Because biochemical parameters deter-
mining the behavior of cellular circuitry change incessantly and
are difficult to measure, circuit topologies (instead of different
parameters within one topology) are becoming an increasingly
important subject of study (8, 28, 29). Changes in topology
correspond to the loss of a regulatory interaction (wij30), or to
the appearance of a new regulatory interaction that was previ-
ously absent. Such topological changes can occur on very short
evolutionary time scales, in particular in higher eukaryotes with
large regulatory regions (30).

For this model, we will show that genotype space can be
traversed in small steps without changing the phenotype, a
property that is crucial for evolutionary innovation in gene
expression patterns. Furthermore, different novel gene expres-
sion patterns become accessible in different parts of genotype
space. Our use of an abstract model of a biological system
permits a clearer understanding of the relationship between
robustness and evolutionary innovation and the properties of the
genotype to phenotype mapping.

Results
Long-Distance Travel in a Vast Network Space. Networks with
different topologies can be thought of as existing in a space that
has as many dimensions (N 2) as there are regulatory interac-
tions. We showed previously (31) that all or most networks with
the same gene expression pattern S( form a connected graph
(Fig. 1 b and c) in this space. We had previously called this graph
a metagraph (a graph of graphs) because each network can be
viewed itself as a graph (31). However, for consistency with
established terminology, we here refer to this graph as a neutral
network (15). To avoid confusion between a neutral network and

network is connected and the number of edges incident on a node is highly
variable. Note that neutral networks for greater numbers of genes typically
have a huge number of nodes. The number of nodes in a neutral network can
be counted, because different nodes differ only in the signs of their regulatory
interactions.
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Fig. 1. Neutral networks in transcriptional regulation. (a) A transcriptional
regulation network. Solid black bars indicate genes that encode transcrip-
tional regulators in a hypothetical network of five genes. Each gene is ex-
pressed at a level that is influenced by the transcriptional regulators in the
network. This influence is usually exerted through the binding of a transcrip-
tional regulator to a gene’s regulatory region (horizontal line). The model
represents the regulatory interactions between transcription factors j and
genes i through a matrix w ! (wij). A regulator’s effect can be activating (wij

" 0, red rectangles) or repressing (wij # 0, blue rectangles). Any given gene’s
expression may be unaffected by most regulators in the network (wij ! 0,
white rectangles). The different hues of red and blue correspond to different
magnitudes of wij. The highly regular correspondence of matrix entries to
binding sites serves the purpose of illustration and is not normally found,
because transcription factor binding sites usually function, regardless of their
position in a regulatory region. (b) The topology on the space of genotypes
induced by single mutations. The center network shows a hypothetical net-
work of five genes (Upper) and its matrix of regulatory interactions w (Lower),
if genes are numbered clockwise from the uppermost gene. Red arrows
indicate activating interactions, and blue lines terminating in a circle indicate
repressive interactions. The leftmost network and the center network differ in
one repressive interaction from gene 4 to gene 3 (dashed gray line, black cross,
and large open rectangle). The rightmost network and the middle network
differ in one activating interaction from gene 1 to gene 5 (dashed line, black
cross, and large white rectangle). Each of the three networks corresponds to
one node in a graph as indicated by the large circle around the networks.
These circles are connected because the respective networks are neighbors;
i.e., they differ by one regulatory interaction. [a and b were reproduced with
permission from Ciliberti et al. (31) (Copyright 2007, Public Library of Science)].
(c) The neutral network for a given phenotype. Each node corresponds to a
network of a given topology, and two nodes are connected by an edge if they
differ at one regulatory interaction (n ! 3 genes, 4 # M # 5 regulatory
interactions, and Hamming distance of S(0) and S( of d ! 2/3). This neutral
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Ciliberti,S., Martin,O.C. & Wagner, A. PNAS 104, 13591–13596 (2007).

genotypes lies in the narrow interval (0.45, 0.60). However, at
these large (and typical) distances for two genotypes on the
neutral network, the mean fraction of unique phenotypes for the
two genotypes is high: f ! 0.73. In other words, most phenotypes
found in a neighborhood of these genotypes are unique. Finally,
Fig. 2d shows histograms of f for the same sample of genotypes
used in Fig. 2c. Blue, red, and green bars represent f in 1-, 2-, and
3-neighborhoods, respectively. An appreciable fraction of net-
work pairs has the same phenotypes in the 1-neighborhood ( f !
0). Nonetheless, even in 1-neighborhoods the average fraction of
unique phenotypes is "0.4. In other words, in two randomly
chosen genotypes on a neutral network, a random mutation that
produces new phenotypes has a "40% chance to produce new
phenotypes that differ from each other. In the 2- and 3-
neighborhoods, the distribution of f is shifted to the right,
indicating even greater diversity of new phenotypes. Qualita-
tively identical patterns are observed for different network sizes
N, fraction c of interacting genes, and mutational robustness R!.

In summary, two networks with exactly the same phenotype
may produce very different innovations, depending on their
organization, i.e., their position in genotype space. On a final
note, we emphasize that, although we reported numerical work
only for networks in which regulatory interactions can take one
of three values (wij ! #1, 0), our key results also hold for
continuously valued regulatory interactions. Specifically, vastly
different genotypes can have the same phenotype, genotypes
close together can have uncorrelated phenotypes, and genotypes
in different positions on the neutral network can produce very
different new phenotypes.

Discussion
In summary, we have shown that networks with vastly different
organizations can have the same phenotype. In contrast, two
networks with completely unrelated phenotypes can be found
very close to each other in genotype space, even though changing
a genotype at random will often lead to highly similar pheno-
types. This latter property, a genotype’s long ‘‘memory’’ of past
phenotypes, is not self-evident. For instance, it is not observed
in another kind of biological system, RNA, where the relation-
ship between genotype (nucleotide sequence) and one aspect of
phenotype (secondary structure) has been thoroughly explored
(15, 32–36). Indeed, in that system, even very few changes in a
molecule’s nucleotide sequence can completely randomize the
molecule’s structure (15). Within our models of gene networks,
the long genotypic memory, together with the existence of
regions of high robustness in a neutral network (31), relate to the
phenomenon of developmental constraints (37), where geno-
typic variation leads to little or no variation in one aspect of an
organism’s phenotype, that is, its development and its body plan.
This relation between genotype memory and constraint is in-
triguing, because our model abstractly represents the kinds of
transcriptional regulation networks that pattern some of the
most constrained body plan features of organisms, including the
early segmentation genes in flies, and the Hox genes involved in
axial patterning of most animal phyla (19, 38).

Under point mutations, regulatory networks of identical phe-
notype can produce very different new phenotypes, depending
on their location in genotype space. Taken together with our
previous results (19), this means that both the connectedness of
a neutral network (with the robustness that this implies) and the
fact that a neutral network spans genotype space are crucially
important for both robustness and evolutionary innovation. Fig.
3 illustrates that neither feature separately would achieve both
robustness and evolutionary innovation. If there were multiple
genotypes that produced the same phenotype, but if these
genotypes were isolated from each other (Fig. 3 Left), a network
would be neither robust nor capable of producing many different
evolutionary innovations. If the genotypes were connected but

highly localized in genotype space (Fig. 3 Right), robustness
would be high, but the ability to innovate would be limited
because the neighbors of these genotypes would produce very
few novel phenotypes. Only when paths through genotype space
connect many different networks with identical phenotypes (Fig.
3 Center) are both robustness and evolutionary innovation
achieved. Then evolving networks can reach different locations
in genotype space, which makes the generation of diverse new
phenotypes possible. The intermediate to high robustness im-
plied by the connectedness of the neutral network is thus a
prerequisite for the ability to innovate. It is important to
appreciate that this conclusion would not emerge from studying
individual networks and their close neighborhoods: There, ro-
bustness and innovation are necessarily antagonistic because
having more neighbors of the same phenotype leaves fewer
possibilities for neighbors with new phenotypes. To appreciate
the innovative potential of our model regulatory networks, one
needs to consider the system at a higher level, namely that of the
neutral network. If the patterns we observe hold in general for
biological systems, then the ability of living organisms to inno-
vate is an emergent property, a feature typical of many complex
systems.

Among the two factors that influence the outcome of biolog-
ical evolution, selection and the production of variation through
mutation, we here focused entirely on variation. In doing so, we
did not intend to diminish the role of natural selection, because
we are acutely aware that the vast majority of mutations in any
genetic system are deleterious and that only a small fraction may
lead to evolutionary innovations. However, we emphasize that
only a genetic architecture like the one of Fig. 3 Center can
explore the great diversity of new phenotypes needed to sift
potential innovations through natural selection.

We note that the phenomenon we describe would not be the
only determinant of a biological system’s ability to innovate.
Other candidates include the mutation rate and the modular
organization of biological systems (3, 39–42). With few excep-
tions, however, our understanding of evolutionary innovation
comes from a large number of individual case studies. Albeit
beautiful examples of natural history, they may not add up to
fundamental evolutionary principles that allow innovations to

Low Robustness
Low Innovation

High Robustness
Low Innovation

High Robustness
High Innovation

Fig. 3. Conditions for high robustness and the ability to innovate. Each
rectangle shows a hypothetical genotype space. Individual genotypes with
identical phenotypes (regulatory networks that produce identical gene ex-
pression patterns) are shown as circles in this space. Nodes of the neutral
network are green. Other colors indicate novel phenotypes. Lines connect
genotypes that are nearest neighbors in this space, corresponding in our case
to networks that differ in one regulatory interaction. (Left) Genotypes are
widely scattered and isolated in this space. (Center) The genotypes are widely
scattered but also connected in this space. (Right) The genotypes occur in a
small region of the space, and they are connected. We note that this visual-
ization is for expository purposes only. Actual genotype spaces may have
hundreds of dimensions, and there may be an astronomical number of geno-
types with the same phenotype.
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• The genotype space can be traversed in small steps without 
changing the phenotype: scattered but connected genotypes 

• Different phenotypes become accessible in different parts of 
genotype space. 

• This is crucial for evolutionary innovation in gene expression 
patterns.
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• Experimental studies: rewiring bacterial gene networks.  

The Genotype to Phenotype mapping

Isalan,M. et al. and L. Serrano. Nature 452, 840–845 (2008).

ARTICLES

Evolvability and hierarchy in rewired
bacterial gene networks
Mark Isalan1, Caroline Lemerle2, Konstantinos Michalodimitrakis1, Carsten Horn2, Pedro Beltrao2,
Emanuele Raineri1, Mireia Garriga-Canut1 & Luis Serrano1

Sequencing DNA from several organisms has revealed that duplication and drift of existing genes have primarily moulded the
contents of a given genome. Though the effect of knocking out or overexpressing a particular gene has been studied in
many organisms, no study has systematically explored the effect of adding new links in a biological network. To explore
network evolvability, we constructed 598 recombinations of promoters (including regulatory regions) with different
transcription or s-factor genes in Escherichia coli, added over a wild-type genetic background. Here we show that ,95% of
new networks are tolerated by the bacteria, that very few alter growth, and that expression level correlates with factor
position in the wild-type network hierarchy. Most importantly, we find that certain networks consistently survive over the
wild type under various selection pressures. Therefore new links in the network are rarely a barrier for evolution and can even
confer a fitness advantage.

The E. coli genome codes for ,300 transcription factors (TFs)1,2,
organized hierarchically, with few master regulators3–5 (Fig. 1).
Only nine regulatory proteins (CRP, FNR, IHF, Fis, ArcA, NarL,
H-NS, Fur and Lrp) control over half of all genes, through direct
and indirect interactions6,7. Lower-tier nodes are more sparsely con-
nected and the network structure has a scale-free power-law degree
distribution8,9. It has been argued that such networks are particularly
robust to random errors as only a few nodes are highly connected
hubs, whose perturbation would affect the network drastically10. This
conclusion is based on the effects of deleting or overexpressing indi-
vidual nodes. However, the addition of new interactions is thought to
be an equally important process for evolution, and the network res-
ponses to such changes remain to be systematically explored.

Genomes are moulded by gene duplication, transfer, mutation and
loss. Duplication occurs rapidly in all species11,12 and through muta-
tion serves as material for innovation. This drives cellular network
evolution13,14, even though relatively few duplications become fixed
in populations11,12. We therefore chose to reconstruct events where
an open reading frame (ORF) or gene is duplicated and subsequently
becomes linked to a new regulatory input. Thus, promoter region–
ORF fusions were constructed on high copy number plasmids and a
subset were stably integrated in the E. coli chromosome. Although
evolution is unlikely to take such a direct approach, except in rare
cases such as gene fusions in chromosomal rearrangements, our
approach provides a systematic way to sample the viability of new
connectivity. By adding new connections to the existing framework
across different levels in the network hierarchy, including hub genes,
we created a map of the network’s robustness to change.

Rewired constructs and network robustness

Reconnected gene networks (598) were constructed using the genes
for seven master TFs, seven s-factors and eight downstream TFs5

(Fig. 1). Each construct creates network paths which inherit the
inputs to the regulatory region and connect these to the downstream
outputs of the ORF. As new connections are added to the wild-type
network, they can generate new network motifs5, such as simple
feedback loops. For example, if node A activates node B then a

promoter-B:ORF-A fusion gives a direct positive feedback loop
(for example, fliA–flhD; Fig. 1). Highly complex reconnections are
also possible (for example, csgD–crp, where four csgD promoter
inputs—CRP, RpoS, OmpR and CsgD—are connected to CRP out-
put, creating more than four multi-layer feedback loops).

All 598 rewired high-copy plasmids were cloned, except for ,30
which gave either zero PCR positives in three cloning attempts (Fig. 2;
black boxes) or gave positive colonies that died (Fig. 2; maroon
boxes). Most clones had similar growth yields (37 uC in LB media,
16 h; 6 replicates): 94% had mean A600 (absorbance at 600 nm wave-
length) within 2 standard deviations (s.d.) of the mean of 23 control
plasmid (Co) colonies. As ,95% of the rewired networks could be
maintained in E. coli, most added connections are well tolerated.
Shuffling connections at the top of the network hierarchy could cause
drastic changes, therefore the cells’ tolerance is striking. For example,
CRP is the most connected TF in E. coli, directly regulating ,400
genes7, yet changing regulatory inputs is possible (Fig. 2; CRP col-
umns). Similarly, s-factors regulate transcription globally; s70 and
s54 (RpoD and RpoN) control ,1,000 and ,100 genes, respectively7

and also tolerate rewiring. Such hub genes10 could have been less
resilient than less-connected genes, but the bacteria can compensate.
Therefore, at least when it comes to altering regulatory inputs, the
hub genes do not appear to be the Achilles’ heel of the network.

GFP levels and the network structure

Each construct contains a downstream GFP ORF (Fig. 1a). Thus,
GFP levels indirectly measure promoter transcription for all mutants,
which can be related back to network properties (Fig. 2a).
Spectrophotometer assays showed that 72% expressed GFP over 2
s.d. above mean Co (background). GFP (and A600) results were also
similar in minimal media with glucose, lactose or maltose as the sole
carbon source, and in anaerobic conditions (Supplementary Data 1).
In control RT–qPCR (reverse transcription real time quantitative
PCR) assays on 84 selected clones, 70% expressed ORF transcripts
.12-fold over Co (mean, 520-fold; range, 0.4 to 7,700-fold;
Supplementary Fig. 2). Therefore most constructs are expressed
and could potentially establish new network links. As expected,

1EMBL/CRG Systems Biology Research Unit, Centre for Genomic Regulation (CRG), UPF, 08003 Barcelona, Spain. 2EMBL, Meyerhofstrasse 1, Heidelberg D-69117, Germany.
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GFP levels vary with promoter region identity (rows, Fig. 2a).
Surprisingly, there are also patterns between GFP levels and ORFs
(columns, Fig. 2a). Therefore many TFs have associated expression
levels that are partially promoter independent.

Analysis of variance testing confirmed that column GFP means are
significantly different (one-way: F value (21 degrees of freedom,
d.f.) 5 8.8; P value ,2.2 3 10216) and that ORFs predict GFP levels
better than promoters (two-way; ORFs: F value (21 d.f.) 5 9.8, P
value ,2.2 3 10216; promoters: F value (25 d.f.) 5 3.5, P value
,5.7 3 1028). ORFs could set expression because each could have
a particular RNA structure, affecting translation and degradation.
Alternatively, the ORF TFs could be widely active, or autoregulating
through ORF binding sites. The Ecocyc database15 reports self-
regulation for about two-thirds of our 22 TFs, although few ORF
binding sites are currently known. Nonetheless, ORFs strongly affect
expression in rewired networks.

The lowest ORFs in the wild-type hierarchy often had the lowest
GFP expression (Figs 1, 2). Similarly, higher-tier factors have more
interactions and significantly higher GFP (Spearman’s rank correla-
tion for GFP versus interactions: r2 5 0.410; P 5 0.009); as most net-
work connections are positive, connecting a high-tier ORF to a low-
tier promoter may increase the chance of downstream interactions
indirectly activating the promoter, creating positive feedback.
However, the mean GFP levels for predicted direct positive and
negative feedback loops (1 and 2 in Fig. 2a) were not significantly
different (one-sided t-test: P 5 0.393). Thus, direct feedback loops

can behave unexpectedly in vivo. This itself is informative, suggesting
that other levels of network control can counteract direct feedback.
Also, plasmid copies increase promoter concentration and thus even
weak (non-physiological) TF–promoter interactions might create
unpredicted loops. Overall, the results indicate a very complex
rewired network response, suggesting that dissection into small net-
work motifs may only lead to useful insights in some cases.

Growth signatures in rewired gene networks

To explore whether acquired network connections affect bacterial
growth, A600 timecourses were measured. The A600 time derivative
(estimated as linear regression slope for nine sequential A readings)
gives a characteristic ‘growth signature’, reliably distinguishing
between different E. coli strains (C.L., manuscript in preparation).
Thus, growth signatures for all 598 constructs were calculated and the
sums of least-squared distances (

P
l.s.d.), relative to mean control

Co, indicate the scale of perturbations (Fig. 2b). Most constructs have
little or no effect on growth: 84% are within the 95% confidence
interval of 60 Co colonies ((0–0.4) 3 108 A units2). Therefore only
16% give distinct growth phenotypes (Fig. 2c, d). Interestingly, the
corresponding genome-integrated constructs have similar but milder
growth signature variations, perhaps because they are expressed 150-
fold less on average (Supplementary Information).

Examining the outlier growth signatures, we noticed several
patterns. For example, many constructs with ihf A1B ORFs have
much-steeper late-growth signatures with reduced late-peaks (time,
,500 min; Fig. 2d and Supplementary Information). IHF gene pro-
ducts mediate the switch from exponential growth into stationary
phase16 and purified IHF binds to regulatory regions in stationary
phase genes16. Thus the differently regulated expression of IHF in the
rewired constructs may be affecting stationary phase entry. The ihf
A1B clones were studied further using highly-detailed GFP time-
courses, as developed by the Alon group; this has been achieved for
2,000 different promoters in E. coli, giving an unprecedented look at
E. coli promoter activity17. GFP fluorescence dynamics show distinct
expression profiles, with GFP expression peaking during stationary
phase transition, and RT–qPCR analysis of different plasmid and
integrated clones reveals dose-dependence of the phenotype (Supple-
mentary Information).

To examine ORF overexpression versus rewiring effects, we cloned
21 ORFs into arabinose-inducible pBAD202 directional TOPO vec-
tor. rpoE did not clone in three attempts, which may reflect its appar-
ent toxicity in certain rewired combinations. Different induced
expression levels were quantitated using RT–qPCR (Supplementary
Information). ORFs ihfA1B, rpoD, fliA, appY and rpoE show dose
dependence, with higher expression being more deleterious to
growth (Supplementary Data 2). Conversely, ORFs fis, lrp, rpoS,
rpoH, arcA, flhDC, malT and fhlA have cases where low or medium
expression alters growth more in some promoter–ORF constructs,
indicating a dominance of rewiring effects over high expression.
ORFs fecI, hns, fnr, araC, glnG, ompR and csgD have very few different
growth effects in all conditions. Overall, the growth phenotypes of
only 7 of the 22 ORFs tested were explained primarily by overexpres-
sion effects. Growth phenotypes are ultimately a mixture of expres-
sion levels (dosage), timing and rewiring effects.

Evolvability in rewired gene networks

As most acquired network connections affect growth minimally, the
first step in evolving a new network property is easily accessed. We
therefore investigated whether rewired constructs themselves pro-
vide any potential for evolution. By pooling all cloned constructs
(,570, plus a 23-fold molar excess of wild-type Co) and applying
selective pressures, we searched for individuals with specific fitness
advantages under three conditions: (1) serial passaging of bacteria in
liquid culture; (2) longevity in extended periods at 37 uC; and (3)
survival after 50 uC heat shock for 1 h. Serial passaging was done in
seven replica flasks, transferring 1ml of culture mixture into 120 ml
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Figure 1 | Promoter–ORF network rewiring. a, Example of construct
(csgD–crp), with two ribosome binding sites (RBS). b, Network diagram of
the major transcription factor and s-factor genes used. Green, red and blue
arrows denote direct activating, repressing and dual interactions,
respectively, from RegulonDB6,7. s-factors, master regulators and lower-tier
regulators are in purple, yellow and beige, respectively. Black numbers
denote the total number of direct downstream ORF–gene interactions per
node. The housekeeping s-factor RpoD can activate all other nodes. Dotted
arrows illustrate two rewired constructs (fliA–flhD and csgD–crp; for
example, CRP, RpoS, OmpR and CsgD all regulate csgD, thus connecting
four nodes to CRP in csgD–crp).
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GFP levels vary with promoter region identity (rows, Fig. 2a).
Surprisingly, there are also patterns between GFP levels and ORFs
(columns, Fig. 2a). Therefore many TFs have associated expression
levels that are partially promoter independent.

Analysis of variance testing confirmed that column GFP means are
significantly different (one-way: F value (21 degrees of freedom,
d.f.) 5 8.8; P value ,2.2 3 10216) and that ORFs predict GFP levels
better than promoters (two-way; ORFs: F value (21 d.f.) 5 9.8, P
value ,2.2 3 10216; promoters: F value (25 d.f.) 5 3.5, P value
,5.7 3 1028). ORFs could set expression because each could have
a particular RNA structure, affecting translation and degradation.
Alternatively, the ORF TFs could be widely active, or autoregulating
through ORF binding sites. The Ecocyc database15 reports self-
regulation for about two-thirds of our 22 TFs, although few ORF
binding sites are currently known. Nonetheless, ORFs strongly affect
expression in rewired networks.

The lowest ORFs in the wild-type hierarchy often had the lowest
GFP expression (Figs 1, 2). Similarly, higher-tier factors have more
interactions and significantly higher GFP (Spearman’s rank correla-
tion for GFP versus interactions: r2 5 0.410; P 5 0.009); as most net-
work connections are positive, connecting a high-tier ORF to a low-
tier promoter may increase the chance of downstream interactions
indirectly activating the promoter, creating positive feedback.
However, the mean GFP levels for predicted direct positive and
negative feedback loops (1 and 2 in Fig. 2a) were not significantly
different (one-sided t-test: P 5 0.393). Thus, direct feedback loops

can behave unexpectedly in vivo. This itself is informative, suggesting
that other levels of network control can counteract direct feedback.
Also, plasmid copies increase promoter concentration and thus even
weak (non-physiological) TF–promoter interactions might create
unpredicted loops. Overall, the results indicate a very complex
rewired network response, suggesting that dissection into small net-
work motifs may only lead to useful insights in some cases.

Growth signatures in rewired gene networks

To explore whether acquired network connections affect bacterial
growth, A600 timecourses were measured. The A600 time derivative
(estimated as linear regression slope for nine sequential A readings)
gives a characteristic ‘growth signature’, reliably distinguishing
between different E. coli strains (C.L., manuscript in preparation).
Thus, growth signatures for all 598 constructs were calculated and the
sums of least-squared distances (

P
l.s.d.), relative to mean control

Co, indicate the scale of perturbations (Fig. 2b). Most constructs have
little or no effect on growth: 84% are within the 95% confidence
interval of 60 Co colonies ((0–0.4) 3 108 A units2). Therefore only
16% give distinct growth phenotypes (Fig. 2c, d). Interestingly, the
corresponding genome-integrated constructs have similar but milder
growth signature variations, perhaps because they are expressed 150-
fold less on average (Supplementary Information).

Examining the outlier growth signatures, we noticed several
patterns. For example, many constructs with ihf A1B ORFs have
much-steeper late-growth signatures with reduced late-peaks (time,
,500 min; Fig. 2d and Supplementary Information). IHF gene pro-
ducts mediate the switch from exponential growth into stationary
phase16 and purified IHF binds to regulatory regions in stationary
phase genes16. Thus the differently regulated expression of IHF in the
rewired constructs may be affecting stationary phase entry. The ihf
A1B clones were studied further using highly-detailed GFP time-
courses, as developed by the Alon group; this has been achieved for
2,000 different promoters in E. coli, giving an unprecedented look at
E. coli promoter activity17. GFP fluorescence dynamics show distinct
expression profiles, with GFP expression peaking during stationary
phase transition, and RT–qPCR analysis of different plasmid and
integrated clones reveals dose-dependence of the phenotype (Supple-
mentary Information).

To examine ORF overexpression versus rewiring effects, we cloned
21 ORFs into arabinose-inducible pBAD202 directional TOPO vec-
tor. rpoE did not clone in three attempts, which may reflect its appar-
ent toxicity in certain rewired combinations. Different induced
expression levels were quantitated using RT–qPCR (Supplementary
Information). ORFs ihfA1B, rpoD, fliA, appY and rpoE show dose
dependence, with higher expression being more deleterious to
growth (Supplementary Data 2). Conversely, ORFs fis, lrp, rpoS,
rpoH, arcA, flhDC, malT and fhlA have cases where low or medium
expression alters growth more in some promoter–ORF constructs,
indicating a dominance of rewiring effects over high expression.
ORFs fecI, hns, fnr, araC, glnG, ompR and csgD have very few different
growth effects in all conditions. Overall, the growth phenotypes of
only 7 of the 22 ORFs tested were explained primarily by overexpres-
sion effects. Growth phenotypes are ultimately a mixture of expres-
sion levels (dosage), timing and rewiring effects.

Evolvability in rewired gene networks

As most acquired network connections affect growth minimally, the
first step in evolving a new network property is easily accessed. We
therefore investigated whether rewired constructs themselves pro-
vide any potential for evolution. By pooling all cloned constructs
(,570, plus a 23-fold molar excess of wild-type Co) and applying
selective pressures, we searched for individuals with specific fitness
advantages under three conditions: (1) serial passaging of bacteria in
liquid culture; (2) longevity in extended periods at 37 uC; and (3)
survival after 50 uC heat shock for 1 h. Serial passaging was done in
seven replica flasks, transferring 1ml of culture mixture into 120 ml
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(csgD–crp), with two ribosome binding sites (RBS). b, Network diagram of
the major transcription factor and s-factor genes used. Green, red and blue
arrows denote direct activating, repressing and dual interactions,
respectively, from RegulonDB6,7. s-factors, master regulators and lower-tier
regulators are in purple, yellow and beige, respectively. Black numbers
denote the total number of direct downstream ORF–gene interactions per
node. The housekeeping s-factor RpoD can activate all other nodes. Dotted
arrows illustrate two rewired constructs (fliA–flhD and csgD–crp; for
example, CRP, RpoS, OmpR and CsgD all regulate csgD, thus connecting
four nodes to CRP in csgD–crp).
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become less tightly localized to the cortex (Fig. 1c, e). Finally, after
cellularization of the blastoderm, otd1 mRNA is seen in cap-like
domains at both the anterior and posterior poles (Fig. 1g).
The ovarian and early embryonic expression patterns of Nasonia

otd1 mRNA suggest that gradients of Otd1 protein may form by
diffusion from localized sources of mRNA. An anterior Otd1
gradient would indicate possible convergent evolution of maternally
localized mRNAs giving rise to gradients of K50 homeoproteins in
patterning the anterior of both Drosophila and Nasonia. A posterior
Otd1 gradient would show that Nasonia has recruited otd1 to per-
form a novel posterior patterning role not present in any of its known
orthologues. To determine whether Otd1 gradients exist in Nasonia,
we generated an antibody to Nasonia Otd1.
No Otd1 protein is seen before pole cell formation (Fig. 1d),

indicating a mechanism of translational repression at this stage.
Nasonia Otd1 protein is first detected when nuclei begin arriving at
the surface of the embryo, just after pole cell formation. Notably,
Otd1 is initially only seen at the anterior, where it forms an anterior
to posterior gradient (Fig. 1f). A posterior to anterior gradient
becomes visible at the posterior pole towards the end of the syncytial
blastoderm stage (Fig. 1h). This pattern indicates a second level of
translational repression specific to the posterior aspect of Nasonia
otd1 mRNA, and is consistent with the timing of posterior transla-
tional repression seen for Nasonia hunchback (hb)10. Interestingly,
sequences that are similar to known Nanos response elements
(NREs) are found in the 3 0 untranslated regions (UTRs) of both
Nasonia otd1 (gCGTTtcgccGcATTGTAcgag) and hb10 (where upper
case letters indicate a matchwith the consensus sequence), indicating
that posteriorly localized nanosmay be responsible for preventing the
translation of both mRNAs during early syncytial blastoderm stages.
Finally, in the cellular blastoderm, Otd1 protein is seen in the anterior
and posterior domain, mimicking the expression of mRNA.

The maternal localization of otd1 mRNA along with subsequent
Otd1 protein gradients are consistent with this gene acting as a
morphogen at both poles of the Nasonia embryo. If this were indeed
the case, when levels of Otd1 are reduced, the posterior borders of
anterior Otd1 target genes should be shifted towards the anterior,
whereas the anterior borders of posterior targets should be shifted
posteriorly. To test the function of otd1, we adapted to Nasonia the
parental RNA interference (pRNAi) technique first developed in
Tribolium11. We examined the expression of Otd1 in the offspring of
otd1 RNAi-injected mothers and observed varying amounts of
reduction (see Supplementary Information), which correlates with
variations in resulting phenotypes and effects on the expression
patterns of the potential target genes empty spiracles (ems), giant (gt)
and hb.
ems requires high levels of Bcd for expression in Drosophila12.

Nasonia ems is expressed in a very similar pattern to that of
Drosophila (Fig. 2a). As a very anterior target of Otd1, it should be
extremely sensitive to a reduction inOtd1 levels. Indeed, when otd1 is
knocked down,most embryos lose ems expression entirely, with only a
few exhibiting reduced and anteriorly shifted expression (Fig. 2b, c).
Similar to Drosophila, the gap gene gt has two domains of

expression in Nasonia (Fig. 2c). In most cases, when otd1 is knocked
down both gt stripes are shifted towards their respective poles
(Fig. 2e); in the most strongly affected embryos, expression is lost
at the anterior, whereas some residual expression is still seen at the
posterior pole (Fig. 2f).
The gap gene hb responds to low levels of Bcd1,5,13 in flies and shows

a broad anterior expression domain, as well as a posterior stripe14.
Nasonia hb shows a similar pattern in the late blastoderm stages
(Fig. 2g)10. In otd1 RNAi embryos, the anterior hb domain shows a
clear, although modest, anterior shift of its posterior boundary of
expression (Fig. 2h, i). The degree to which hb is resilient to this

Figure 2 | Effects of otd1 RNAi. a–c, ems expression in wild-type and otd1
RNAi embryos. d–f, gt expression. g–i, hb expression (arrows indicate 50%
egg length). j–l, Engrailed protein expression. The head segments have
characteristic shapes. A, abdominal; An, antennal; Ic, intercalary; Lb, labial;
Mn, mandibular; Mx, maxillary; T, thoracic.m–o, Cuticles of wild-type and

otd1 RNAi larvae. In wild-type larvae (m), mouthparts are visible anteriorly,
and large spiracles are visible on the second thoracic (red arrow) and on the
first three abdominal segments (yellow arrows). The left panel shows the
wild-type pattern, whereas the middle panel shows moderate otd1 RNAi
phenotypes and the right panel severe otd1 RNAi phenotypes.
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Tribolium11. We examined the expression of Otd1 in the offspring of
otd1 RNAi-injected mothers and observed varying amounts of
reduction (see Supplementary Information), which correlates with
variations in resulting phenotypes and effects on the expression
patterns of the potential target genes empty spiracles (ems), giant (gt)
and hb.
ems requires high levels of Bcd for expression in Drosophila12.

Nasonia ems is expressed in a very similar pattern to that of
Drosophila (Fig. 2a). As a very anterior target of Otd1, it should be
extremely sensitive to a reduction inOtd1 levels. Indeed, when otd1 is
knocked down,most embryos lose ems expression entirely, with only a
few exhibiting reduced and anteriorly shifted expression (Fig. 2b, c).
Similar to Drosophila, the gap gene gt has two domains of

expression in Nasonia (Fig. 2c). In most cases, when otd1 is knocked
down both gt stripes are shifted towards their respective poles
(Fig. 2e); in the most strongly affected embryos, expression is lost
at the anterior, whereas some residual expression is still seen at the
posterior pole (Fig. 2f).
The gap gene hb responds to low levels of Bcd1,5,13 in flies and shows

a broad anterior expression domain, as well as a posterior stripe14.
Nasonia hb shows a similar pattern in the late blastoderm stages
(Fig. 2g)10. In otd1 RNAi embryos, the anterior hb domain shows a
clear, although modest, anterior shift of its posterior boundary of
expression (Fig. 2h, i). The degree to which hb is resilient to this
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Localized maternal orthodenticle patterns anterior
and posterior in the long germ wasp Nasonia
Jeremy A. Lynch1, Ava E. Brent1, David S. Leaf2, Mary Anne Pultz2 & Claude Desplan1

The Bicoid (Bcd) gradient inDrosophila has long been a model for
the action of a morphogen in establishing embryonic polarity1.
However, it is now clear that bcd is a unique feature of higher
Diptera2,3. An evolutionarily ancient gene, orthodenticle (otd), has
a bcd-like role in the beetle Tribolium4. Unlike the Bcd gradient,
which arises by diffusion of protein from an anteriorly localized
messenger RNA1,5, the Tribolium Otd gradient forms by transla-
tional repression of otd mRNA by a posteriorly localized factor.
These differences in gradient formation are correlated with
differences in modes of embryonic patterning. Drosophila uses
long germ embryogenesis, where the embryo derives from the
entire anterior–posterior axis, and all segments are patterned at
the blastoderm stage, before gastrulation. In contrast, Tribolium
undergoes short germ embryogenesis: the embryo arises from
cells in the posterior of the egg, and only anterior segments are
patterned at the blastoderm stage, with the remaining segments
arising after gastrulation from a growth zone. Here we describe
the role of otd in the long germband embryo of the wasp Nasonia
vitripennis.We show thatNasonia otdmaternalmRNA is localized
at both poles of the embryo, and resulting protein gradients
pattern both poles. Thus, localized Nasonia otd has two major
roles that allow long germ development. It activates anterior
targets at the anterior of the egg in a manner reminiscent of the
Bcd gradient, and it is required for pre-gastrulation expression of
posterior gap genes.
otd had been proposed as an ancestral anterior patterning gene in

insects for two major reasons. First, it is highly conserved among
animals and has an anterior patterning role inmost phyla inwhich its
function has been tested. Second, although it is quite distantly related
to bicoid, Otd protein has a lysine at position 50 of its homeodomain
that gives it the same DNA binding specificity as Bcd6.
Because a Tribolium-like system that forms an Otd gradient for

patterning anterior structures based on a posteriorly localized source
of translational repression would become increasingly inefficient as
the germ rudiment extendsmore anteriorly, we sought to understand
whether otd is a conserved anterior patterning factor in long germ
insects that lack bcd.
To address this question, we examined the expression and function

of otd1 in the wasp Nasonia, which undergoes long germ develop-
ment that seems to be morphologically similar to that of Drosophila,
although early development takes longer7,8. The Nasonia otd1 gene is
orthologous to Tribolium otd1, which has an early role in axis
formation4. There is a second otd gene (otd2) in both species that
is only expressed later in development9 (J.A.L. and C.D., manuscript
in preparation).
We find that Nasonia otd1 is expressed maternally in a surprising

pattern. In early ovarian follicles, otd1 mRNA is expressed in the
nurse cells, and unexpectedly accumulates at the posterior of the
oocyte (Fig. 1a). In later follicles, otd1 mRNA remains localized at

the posterior of the oocyte but also begins accumulating at the
anterior pole (Fig. 1b).
In pre-pole cell embryos, otd1 mRNA is seen tightly localized at

the anterior pole, whereas posteriorly localized mRNA becomes
associated with the oosome, a structure that is thought to be an
equivalent of germ plasm. As seen in Fig. 1c, this oosome-associated
mRNA can migrate some distance from the posterior extremity, but
returns to the pole just before the pole cells begin to form. After pole
cell formation and nuclear migration to the surface of the embryo,
otd1mRNA remains in a bi-polar expression pattern, but appears to

LETTERS

Figure 1 | otd1 expression and localization. a, b, Ovarian otd1 expression in
early (a) and late (b) follicles. Nc, nurse cells; Fc, follicle cells; Oc, oocyte.
c, e, g, i, Embryonic otd1mRNA expression in pre-pole cell (c), early (e) and
late (g) syncytial blastoderm and cellular blastoderm (i) stages.
d, f, h, j, Otd1 protein expression in pre-pole cell (d), early (f) and late (h)
syncytial blastoderm, and cellular blastoderm (j) stages.
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knockdown is surprising, although it has been suggested that
anterior zygotic hb can be activated by maternal hb10. Notably,
although one aspect of zygotic hb expression is Bcd-dependent in
Drosophila, this expression can be made dispensable as high levels of
maternal hb can activate the zygotic function of hb required for
thorax formation15.
In contrast to the modest effects on anterior hb expression,

knocking down otd1 expression has a marked effect on the posterior
domain of hb. In Drosophila, this stripe is activated by tailless16,
whereas in Tribolium it is not expressed until the latest stages of
germband extension17. In otd1 knocked down embryos, the anterior
border of this stripe is either shifted to the extreme posterior pole of
the embryo (Fig. 2h), or completely lost (Fig. 2i).
Knockdown of otd1 results—presumably as a consequence of

changes in expression of its targets—in the loss of both anterior
and posterior segments: defects of varying severity are seen in both
the expression of Engrailed protein (Fig. 2j–l and Table 1) and larval
cuticle structures (Fig. 2m–o and Table 1). At the anterior end,
Engrailed stripes and their corresponding cuticular segments are lost
in an anterior to posterior progression, with RNAi phenotypes
ranging from the loss of only the antennal stripe to the complete
lack of head segments. At the posterior, Engrailed stripes and denticle
belts appear to be lost in a posterior to anterior progression.
Because hb has been shown to cooperate with bcd in Drosophila

and with otd in Tribolium4,18, we performed double knockdown of
otd1 and hb (Table 1) to see whether a similar interaction exists in
Nasonia. In the most severe cases, the entire anterior is lost, including
several anterior abdominal segments. This is more severe than the
combination of the most severe phenotypes seen by individual
knockdown of either otd1 or hb, or in the zygotic null Nasonia hb
allele (hbheadless)7,8,10 (Table 1; see also Supplementary Information),
and the entire range of phenotypes is more severe. This indicates that
Nasonia otd1 and hb cooperate in anterior patterning. Although hb is
also expressed and functions at the posterior, as in Drosophila, no
increase in the severity or frequency of severe phenotypes is observed
at the posterior in the double knockdown. The lack of synergy
between Otd1 and Hb at the posterior may allow different functions
for the anterior and posterior Otd1 gradients: Otd1 acts with Hb at
the anterior, whereas it might act alone or in combination with a

different factor (for example, Caudal; Fig. 3c) at the posterior to
activate distinct sets of target genes.
These results show that otd1 has broad roles in patterning both the

anterior and posterior of the long germ Nasonia embryo. This

Figure 3 |Models for patterning the blastoderm of insect model systems.
a, Schematic representation of patterning of the blastoderm stage of a short
germ insect, based onwhat is known in Tribolium. In Tribolium, Otd andHb
gradients result from translational repression of ubiquitous mRNAs by a
posteriorly localized factor, most likely Nanos (both of the genes have NREs
in their 3 0 UTRs)4,17. Genes responsible for patterning the head and thorax
probably respond to these factors in a concentration-specific manner, much
as they do to Bcd inDrosophila. The remainder of the embryo is patterned in
the growth zone. Tribolium Zerknullt (Zen) represses embryonic fates in the
anterior, and specifies the extraembryonic membranes27. gz, growth zone.
b, Summary of patterning inDrosophila. In this long germ embryo, anterior
fates are established at the anterior pole as a result of a gradient of Bcd
formed by diffusion of protein translated from a localized source of mRNA.
It is not clear how the posterior genes are activated, but it may involve
cooperation between Bcd and Cad, and possibly an additional posterior
factor, such as Tailless. c, Schematic representation of the long germ
blastoderm of Nasonia. The localization of otd1mRNA at the anterior pole
of the egg probably results in a steep gradient of protein. This allows efficient
patterning of the head and thorax in the anterior half of the egg, in synergy
with Hb, which is restricted from the posterior pole, probably by Nanos
(Nanos also seems to delay the formation of the posterior Otd1 gradient,
represented by the dashed line). Nasonia otd1 is also localized to the
posterior pole, which provides posterior positional information that is
interpreted by downstream targets, perhaps by acting with Cad. Nos, Nanos.

Table 1 | Effects of otd1 RNAi on segmentation and synergy of otd1 and hb

RNAi treatment Remaining Engrailed head stripes (%)*

WT Four Three Two One None n

otd1 RNAi 0 2 41 38 12 7 85

RNAi treatment Cuticle phenotypes (%)*

WT I II III IV V n

otd1 RNAi 0 91 7 2 0 0 120
hb RNAi 0 44 28 22 5 1 79
hb otd1 RNAi 0 22 15 25 23 16 109

RNAi treatment Remaining posterior abdominal segments (%)†

WT $Nine Eight Seven Six Five n

otd1 RNAi 0 1 1 27 33 22 7 107
hb RNAi 0 34 29 37 0 0 79
hb otd1 RNAi 0 16 33 27 13 1 1 100

*Anterior defects caused by RNAi for otd1, hb and a combination of the two. Anterior otd1
defects were quantified by examining the expression of Engrailed using the antibody 4D9
(ref. 26) to take advantage of the easily discernible shapes of the five head stripes7 (see also
Fig. 2). The cuticle phenotypes are divided into five categories: I, weak head defects; II, no
head structures; III, headless with thoracic defects; IV, no head or thorax; V, defects
extending into anterior abdomen.
†Posterior RNAi phenotypes. There are ten abdominal denticle belts on the wild-type cuticle.
The $nine abdominal segment class includes embryos with the normal number of denticle
belts but defects in spacing.
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the anterior, whereas it might act alone or in combination with a

different factor (for example, Caudal; Fig. 3c) at the posterior to
activate distinct sets of target genes.
These results show that otd1 has broad roles in patterning both the

anterior and posterior of the long germ Nasonia embryo. This

Figure 3 |Models for patterning the blastoderm of insect model systems.
a, Schematic representation of patterning of the blastoderm stage of a short
germ insect, based onwhat is known in Tribolium. In Tribolium, Otd andHb
gradients result from translational repression of ubiquitous mRNAs by a
posteriorly localized factor, most likely Nanos (both of the genes have NREs
in their 3 0 UTRs)4,17. Genes responsible for patterning the head and thorax
probably respond to these factors in a concentration-specific manner, much
as they do to Bcd inDrosophila. The remainder of the embryo is patterned in
the growth zone. Tribolium Zerknullt (Zen) represses embryonic fates in the
anterior, and specifies the extraembryonic membranes27. gz, growth zone.
b, Summary of patterning inDrosophila. In this long germ embryo, anterior
fates are established at the anterior pole as a result of a gradient of Bcd
formed by diffusion of protein translated from a localized source of mRNA.
It is not clear how the posterior genes are activated, but it may involve
cooperation between Bcd and Cad, and possibly an additional posterior
factor, such as Tailless. c, Schematic representation of the long germ
blastoderm of Nasonia. The localization of otd1mRNA at the anterior pole
of the egg probably results in a steep gradient of protein. This allows efficient
patterning of the head and thorax in the anterior half of the egg, in synergy
with Hb, which is restricted from the posterior pole, probably by Nanos
(Nanos also seems to delay the formation of the posterior Otd1 gradient,
represented by the dashed line). Nasonia otd1 is also localized to the
posterior pole, which provides posterior positional information that is
interpreted by downstream targets, perhaps by acting with Cad. Nos, Nanos.

Table 1 | Effects of otd1 RNAi on segmentation and synergy of otd1 and hb

RNAi treatment Remaining Engrailed head stripes (%)*

WT Four Three Two One None n

otd1 RNAi 0 2 41 38 12 7 85

RNAi treatment Cuticle phenotypes (%)*

WT I II III IV V n

otd1 RNAi 0 91 7 2 0 0 120
hb RNAi 0 44 28 22 5 1 79
hb otd1 RNAi 0 22 15 25 23 16 109

RNAi treatment Remaining posterior abdominal segments (%)†

WT $Nine Eight Seven Six Five n

otd1 RNAi 0 1 1 27 33 22 7 107
hb RNAi 0 34 29 37 0 0 79
hb otd1 RNAi 0 16 33 27 13 1 1 100

*Anterior defects caused by RNAi for otd1, hb and a combination of the two. Anterior otd1
defects were quantified by examining the expression of Engrailed using the antibody 4D9
(ref. 26) to take advantage of the easily discernible shapes of the five head stripes7 (see also
Fig. 2). The cuticle phenotypes are divided into five categories: I, weak head defects; II, no
head structures; III, headless with thoracic defects; IV, no head or thorax; V, defects
extending into anterior abdomen.
†Posterior RNAi phenotypes. There are ten abdominal denticle belts on the wild-type cuticle.
The $nine abdominal segment class includes embryos with the normal number of denticle
belts but defects in spacing.
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at the posterior in the double knockdown. The lack of synergy
between Otd1 and Hb at the posterior may allow different functions
for the anterior and posterior Otd1 gradients: Otd1 acts with Hb at
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• Studies of embryonic patterning in insects revealed 
evolutionary changes in GRNs 

• In Drosophila the morphogen Bcd controls spatial 
expression of gap genes gt and hb 

• In other insects, eg. The wasp Nasonia, and the beetle 
Tribolium Bcd is absent and this function is performed 
by maternally deposited Otd. 

Otd protein
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• The code-script/program/recipe metaphors all fail to capture what is the format of 
the information or representation of the organism in the genome of the egg.  

• The non-linear, non isomorphic and indirect genotype-phenotype mapping argues 
that the genome contains a representation that: 

— characterises and constrains the dynamics of a complex system  
— defines the effective parameters that encode such dynamics 
— is a low dimensional space

Summary

Genotype 
Astronomically large, high 

dimensional space:  
>30.000 genes

Phenotype 
Medium dimensional space 
(eg. Forms and patterns are 
variations on a limited set of 

possibilities) 

Effective variables 
(physics, chemistry) 

Low dimensional  

>Latent space  
>Dynamical systems theory
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• Neural networks and Autoencoders: developed in 90s for dimensionality reduction 
• Constructs (encodes) a low dimensional representation of input data: Latent space. 
      Latent variables capture the statistical regularities in input data.  
• It constructs together a generative model that is used to Decode the latent space. 

• Autoencoders encode latent variables and the means to decode them. 
• Shows some important features of genotype to phenotype mapping (non-linear, non-isomorphic/

distributed, indirect) 
• Variational auto encoders link probability distributions of variables, thereby better preserve 

distance and allow generalisation in representation. 

https://www.assemblyai.com/

Another computational metaphor: The genome as a generative model?
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• Autoencoders encode latent variables and the means to decode them. 
• Shows some important features of genotype to phenotype mapping (non-linear, non-

isomorphic/distributed, indirect) 
• Evolution is the Encoder 
• Development is the Decoder 

 6 

generative model – an encoding of latent variables and the means of decoding them to 
generate a new instance of the trained objects (Figure 1). 
 

 
 
Figure 1. An analogy with variational autoencoders. VAEs learn a compressed representation of their 
training data, leading to a generative model encoded in latent variable space, which can be decoded to 
produce novel tokens of a learned type. By analogy, evolution acts as an encoder, leading to a 
compressed representation in the genome (a generative model of the organism), which can be decoded 
through the processes of development to produce a new individual of a given species.  
 
This has obvious possible parallels to how information about the form of the organism is 
encoded in the genome. First, the detailed three-dimensional structure of an adult 
animal cannot simply be replicated. Instead, all that information is massively 
compressed into just a single cell, with its single copy of the genetic material, from 
which the pattern is re-produced. In this process, the genome comprises an information 
bottleneck – it does not contain enough information, mathematically speaking, to specify 
the number and position and type of every cell of the organism (Koulakov et al. 2021; 
Oyama 2000). 
  
The genome does not contain direct endpoint information at all, in fact. In a sense, it 
contains algorithmic information (Kolmogorov 1968) that governs how developmental 
processes proceed (Hiesinger 2022; Nusslein-Volhard 2006). But even this is not 
encoded directly or discretely, with distinct parts of the genome specifying instructions 
for distinct developmental processes. Rather, this encoding is indirect, distributed, and 
non-linear – the latent variables in the genome collectively constrain biochemical 
interactions such that certain cellular and developmental processes tend to occur in 
certain ways (Alberch 1991; Goodwin 1985; Jaeger and Monk 2014; Pigliucci 2010). 

K. Mitchell and N. Cheney
arXiv:2407.15908v1

Another computational metaphor: The genome as a generative model?
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• The non-linear, non isomorphic and indirect genotype-phenotype mapping argues 
that the genome contains a representation that: 

— characterises and constrains the dynamics at different scales. 
— defines the effective parameters that encode such dynamics 
— is a low dimensional space

Summary

• The encoding of dynamics and of steady states in the genome is 
decoded in the physical environment of  cells and cell ensembles 
during development: genetics, mechanics and geometry.  
(courses 2, 3, 4, 5). 
Thus the symbolic and physical features of living systems are 
intertwined (unlike algorithmic machines).   

•  This involves feedback interactions, learning processes and 
memory of past states/trajectories (course 6)
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COURS
De 10h à 11h30 
Amphithéâtre Guillaume Budé 

Mardi 12 novembre 2024
Introduction :  
quelles représentations pour le génome ?

Mardi 19 novembre 2024
Codes biologiques

Mardi 26 novembre 2024
Encodage, décodage  
et représentations de l’espace

Mardi 3 décembre 2024
Encodage, décodage  
et représentations du temps

Mardi 10 décembre 2024
Information structurelle et géométrique 

Mardi 17 décembre 2024
Mémoires et apprentissages 

Thomas LECUIT, chaire Dynamiques du vivant

Qu’est-ce que l’information biologique ?
COURS : 12 novembre > 17 décembre 2024 

Thomas Römer, administrateur du Collège de France 
11, place Marcelin-Berthelot, 75005 Paris
www.college-de-france.fr
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