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Preface

The title of these lectures requires an explanation: what does NX(p)
mean ?

Answer: NX(p) is the number of solutions mod p of a given family X
of polynomial equations in several unknowns, and with coefficients in Z,
so that it makes sense to reduce mod p, and count the solutions. For a
fixed X, one wants to understand how NX(p) varies with p : what is its
size and its congruence properties ? Can it be computed by closed formulae,
by cohomology, and/or by efficient computer programs ? What are the open
problems ?

These questions offer a good opportunity for reviewing several basic tech-
niques in algebraic geometry, group representations, number theory, cohomo-
logy (both `-adic and standard) and modular forms.

This is why I chose this topic for two week-long courses at the National
Center for Theoretical Sciences (NCTS) in Hsinchu, Taiwan, in July 2009
and April 2011. A group of people wrote up a set of notes based on my
2009 lectures, and I rewrote and expanded them. Here is the result of that
rewriting–expanding.

There are nine chapters. The first four are preliminary, and short : they
contain almost no proofs.

Chapter 1 gives an overview of the main theorems on NX(p) that will be
discussed later, and Chapter 2 contains explicit examples, chosen for their
simplicity and/or for aesthetic reasons.

Chapter 3 is about the Chebotarev density theorem, a theorem that is
essential in almost everything done in Chapters 6 and 7 ; note in particular
the “frobenian functions” and “frobenian sets” of §3.3 and §3.4.

Chapter 4 reviews the part of `-adic cohomology that will be used later.
Chapter 5 contains results on group representations that are difficult to

find explicitly in the literature, for instance the technique consisting of com-
puting Haar measures in a compact `-adic group by doing a similar compu-
tation in a real compact Lie group.

These results are applied in Chapter 6 in order to discuss the possible
relations between two different families of equations X and Y . Here is an
example : suppose that |NX(p)−NY (p)| 6 1 for every large enough p ; then
there are only three possibilities :

i) NX(p) = NY (p) for every large enough p ;
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ii) there exists a non-zero integer d such that NX(p)−NY (p) = (d
p
) for

every large enough p ;
iii) same as ii) with (d

p
) replaced by −(d

p
).

This looks mysterious at first, but if one transforms it into a statement on
group characters, it becomes very simple.

Chapter 7 is about the archimedean properties of the NX(p) – a topic on
which we know much less than in the `-adic case.

Chapter 8 is an introduction to the Sato-Tate conjecture, and its concrete
aspects.

Chapter 9 gives an account of the prime number theorem, and of the
Chebotarev density theorem, in higher dimension.
The text contains a few complementary results, usually written as exercises,
with hints.

It is a pleasure to thank NCTS and its director Winnie Li for their hospitality
and for their help during and after these lectures. I also thank K.S. Kedlaya
and K. Ribet for their numerous corrections.

Paris, August 2011

Jean-Pierre Serre
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Conventions

The symbols Z,Fp,Fq,Q,Q`,R,C,GLn,Sp2n have their usual meaning.
The cardinal number of a set S is denoted by |S|.
N = {0, 1, ...} is the set of the cardinal numbers of the finite sets.
The symbols t and

⊔
denote disjoint unions.

If X ⊂ Y , the complement of X in Y is denoted by Y X.
Positive means “ > 0 or zero ” (except in §4.6) ; it is almost always written
as “ > 0 ” in order to avoid any confusion with “strictly positive”.
If A is a ring, A× is the group of invertible elements of A.
The letters ` and p are only used to denote primes (except for the (p, q)-
terminology of Hodge types, which occurs in §8.2 and §8.3) ; most of the
time, we assume p 6= `.
If k is a field, k is an algebraic closure of k and ks is the maximal separable
extension of k contained in k ; the Galois group Gal(ks/k) = Autk(k) is
denoted by Γk.
IfX is a scheme over a commutative ring A, and if A→ B is a homomorphism
of commutative rings, X(B) denotes the set of B-points of X, i.e. the set of
A-morphisms of SpecB into X. The B-scheme deduced from X by the base-
change SpecB → SpecA is denoted by X/B.
If k is a field, a k-variety is a scheme of finite type over Spec k ; it is not
required that it is separated. However, the reader may make this reassuring
assumption without losing much ; similarly, all schemes may be assumed to
be quasi-projective and reduced.
A measure on a compact topological space X is a Radon measure in the sense
of [INT] (see also [Go 01]), i.e. a continuous linear form ϕ 7→ µ(ϕ) on the
Banach space of continuous functions onX. Most of the measures we consider
are positive of mass 1 ; this means that µ(1) = 1 and ϕ > 0 ⇒ µ(ϕ) > 0.
The comparison symbols {O, o, ∼, <<} of analytic number theory have
their usual meaning ; it is recalled the first time the symbol occurs.
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Chapter 1. Introduction

1.1. Definition of NX(p) : the affine case
Let fα(X1, ..., Xn) ∈ Z[X1, ..., Xn] be a family of polynomials with integer

coefficients. If p is a prime number, let Nf (p) be the number of solutions of
the system of equations fα(x1, ..., xn) = 0 over the field Fp = Z/pZ, i.e.

Nf (p) = |{(x1, ..., xn) : xi ∈ Fp, fα(x1, ..., xn) = 0 in Z/pZ for each α}| .

This can be translated into the language of commutative algebra as fol-
lows. Let (fα) be the ideal of Z[X1, ..., Xn] generated by the polynomials fα.
The quotient A = Z[X1, ..., Xn]/(fα) is a ring of finite type over Z. The points
x ∈ (Fp)

n with fα(x) = 0 for all α correspond bijectively to the homomor-
phisms A → Fp, or equivalently to the maximal ideals 1 of A with residue
field Fp ; we are just counting such homomorphisms.

More generally, we shall be interested in the number of solutions of the
equations fα(x) = 0 in a finite field of order pe, for e = 1, 2, ... ; this number
will be denoted 2 by Nf (p

e).

1.2. Definition of NX(p) : the scheme setting
Consider a scheme X of finite type over Z ; this assumption means that

X has a finite covering by open subschemes of the form SpecA with A of
finite type over Z. [In the affine case above, one has X = SpecA, where
A = Z[X]/(fα).]

We denote by X/Q the generic fiber of X → SpecZ, i.e. the Q-algebraic
variety deduced from X by the base change Z→ Q.

The fiber Xp of X → SpecZ at a prime p ∈ SpecZ is a scheme over Fp.
We denote by NX(p) the number of its Fp-points ; equivalently :

NX(p) = number of closed points x ∈ X whose residue field κ(x) is such
that |κ(x)| = p.

If q = pe is a power of p, with e > 1, we define similarly NX(q) as the
cardinality of the set X(Fq) of the Fq-points of X (or of Xp - that amounts

1. Recall that, if m is a maximal ideal of A, the quotient A/m is a finite field, cf. e.g.
, [AC V-68, cor.1]. Equivalently, if X is a scheme of finite type over Z, a point x of X is
closed if and only if its residue field κ(x) is finite.

2. Warning. One should not confuse Nf (pe) with the number Nf (mod pe) of solutions
of the equations fα(x) = 0 in the ring Z/peZ ; for examples of computation of Nf (mod pe),
see the exercises of §1.3, §2.1.2 and §2.2.3.
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to the same). Recall that an element of X(Fq) is a morphism of SpecFq into
X ; one may view it as a pair (x, ϕ) where x is a closed point of X and ϕ is
an embedding of κ(x) into Fq.

As explained in the Preface, the goal of the present lectures is to describe
how NX(p) varies with p, and in particular to relate this variation to the
topology of the analytic space X(C) made up of the complex points of X.
[Note that, in the setting of §1.1, X(C) is the set of all x ∈ Cn such that
fα(x) = 0 for every α.]
Remarks about NX(pe).

1) NX(pe) is additive in X : if X is a disjoint union of subschemes Xi, we
have NX(pe) =

∑
NXi(p

e) for every prime p and every e > 1.
2) NX(pe) depends only on the reduced scheme Xred associated with X :

nilpotent elements play no role.
3) If two schemes X and Y become isomorphic over Q, i.e. if X/Q ' Y/Q,

then there exists a prime p0 such that NX(pe) = NY (pe) for every p > p0 and
every e > 1. This shows that the knowledge of the Q-variety X/Q is enough
to determine the NX(pe), for all p but finitely many.

4) There is no need to assume e > 1 : there is a reasonable definition of
NX(pe) for every e ∈ Z, see the end of §1.5 ; note however that, when e 6 0,
NX(pe) does not usually belong to N, nor even to Z, but it belongs to Z[1/p].

Remarks 1), 2) and 3) make possible several dévissage arguments ; accor-
ding to our needs, we may for instance assume that X is affine, or separated,
or projective, or smooth (either over Z or over Q), etc.
Exercise. Let X be a scheme of finite type over Z. Show that there exists a finite set of
polynomials f = (fα), as in §1.1, such that NX(pe) = Nf (pe) for every prime p and every
integer e.
[Hint. Use the fact that X is noetherian to show that there exists a decreasing sequence
of closed subschemes X = X0 ⊃ X1 ⊃ ... ⊃ Xn = ∅ such that each Xi Xi+1 is affine
of finite type over Z. If Y is the disjoint union of the Xi Xi+1, then Y is affine, and
NX(pe) = NY (pe) for every p, e.]

1.3. How large is NX(p) when p→∞ ?
Here are some of the results that we shall discuss later (mainly in Chapter

7). The first one is very simple ; it tells us that the empty set can be detected
by counting its points mod p :
Theorem 1.1. X(C) = ∅ ⇐⇒ NX(p) = 0 for every large enough p.
Remark. Note first that X(C) = ∅ is equivalent to X/Q = ∅. Suppose that
this does not happen, and let PX be the set of p such that NX(p) 6= 0. It
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is known (see [Ax 67], as well as §7.2.4) that PX has a density 3 , which is
a strictly positive rational number. The same is true for the set of p with
NX(p2) 6= 0 ; same for NX(p3) 6= 0, etc.

The next theorem (proved in §7.2.1) relates the asymptotic behavior of
NX(p) with the complex dimension of X(C) (which is the same as dim X/Q) :

Theorem 1.2. Let d > 0.
(a) dimX(C) 6 d ⇐⇒ NX(p) = O(pd) when p→∞.
(b) Assume dimX(C) 6 d. Let r be the number of C-irreducible components
of dimension d of X(C). Then

lim sup
p→∞

NX(p)

pd
= r.

(c) Assume dimX(C) 6 d. Let r0 be the number of Q-irreducible components
of dimension d of X/Q. Then∑

p6xNX(p) = r0
xd+1

log(xd+1)
+O(xd+1/(log x)2) when x→∞.

Recall that the O-notation in (a) means that there exist a prime p0 and a
number C > 0 such that

NX(p) 6 Cpd for all p > p0.

Remark. Theorem 1.2 shows that the asymptotic properties of the function
p 7→ NX(p) detect the dimension d of X(C), the number of its irreducible
components of dimension d, and the number of Q-irreducible components of
X/Q of dimension d.

Example. The equation x2 + y2 = 0 represents the union of two lines in the
affine plane, with slopes i and −i. We have d = 1, r = 2, r0 = 1 and

NX(pe) =


pe if p = 2

2pe − 1 if pe ≡ 1 (mod 4)

1 if pe ≡ 3 (mod 4).

This example shows that “ lim sup ” cannot be replaced by “ lim ” in Theorem
1.2.(b).

3. a “natural density”, in the sense defined later (§3.1.3) ; we shall not be interested in
the weaker notion of “Dirichlet density”, which is mostly useful in the equal-characteristic
case.

12



Remark. In §7.2.1 we shall prove Theorem 1.2 in a refined form, and with a
better error term (the same as the one occurring in the Chebotarev density
theorem, cf. §3.2.3).
Exercise. Let N(mod pe) be the number of solutions of x2 + y2 = 0 in the ring Z/peZ.
Show that :
i) N(mod 2e) = 2e.
ii) If p ≡ 1 (mod 4), then N(mod pe) = (e+ 1)pe − epe−1.
iii) If p ≡ 3 (mod 4), then N(mod pe) = pe if e is even and N(mod pe) = pe−1 if e is odd.

1.4. More properties of p 7→ NX(p)

The next theorem is a kind of rigidity property of the function p 7→ NX(p).
It will be proved in §6.1.3. Here again, the proof uses the Chebotarev density
theorem. But it also depends in an essential way on the properties of `-adic
cohomology, due to Grothendieck ; we shall recall them in Chapter 4.
Theorem 1.3. Let X, Y be two schemes of finite type over Z. Assume that
NX(p) = NY (p) for a set of primes p of density 1. Then there exists a prime
number p0 such that NX(pe) = NY (pe) for all p > p0 and all e > 1.
[If X and Y are separated, the “density 1” hypothesis can be replaced by “
density > 1−1/B2 ”, where B depends only on the cohomology of the spaces
X(C) and Y (C), cf. Theorem 6.17.]

The same method also gives the following curious-looking result (cf. §6.1.2) :

Theorem 1.4. Let X be a scheme of finite type over Z. Let a and m be
integers with m > 1. The set of primes p such that NX(p) ≡ a (mod m) has
a density, which is a rational number. If X is separated 4 and a is equal to
the Euler-Poincaré characteristic χ(X(C)) of X(C), that density is > 0.
Corollary 1.5. For every m > 1, the set of p such that

NX(p) ≡ χ(X(C)) (mod m)

is infinite.

Let us recall what the Euler-Poincaré characteristic is. If T is a locally
compact space, let H i(T,Q) be the i-th cohomology group of T with coef-
ficients in Q ; for i = 0, the Q-vector space H i(T,Q) is the space of locally
constant functions T → Q. We also have H i

c(T,Q), the cohomology with

4. This assumption insures that X(C) is locally compact, so that its cohomology with
compact support is well defined.
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compact support ; here H0
c (T,Q) is the Q-vector space of locally constant

functions T → Q that vanish outside a compact subspace of T .
If the H i and the H i

c are finite-dimensional vector spaces and vanish for
i large, we may define the Euler-Poincaré characteristic of T by the usual
formula :

χ(T ) =
∑

i>0(−1)idimH i(T,Q),
together with its variant with compact support :

χc(T ) =
∑

i>0(−1)idimH i
c(T,Q).

These definitions apply 5 to the locally compact space T = X(C). Moreover,
by a theorem of Laumon (cf. [La 81]), we have χ(T ) = χc(T ). Hence, in
Theorem 1.4, we may use at will 6 either χ or χc.
Remark. The formula χ(T ) = χc(T ) would become false if T = X(C) were re-
placed by T = X(R). For instance, ifX is the affine line and T = X(R) = R,
we have χ(T ) = 1 and χc(T ) = −1. More generally, Poincaré duality shows
that, for a real orientable manifold V of (real) dimension d, we have χ(V ) =
(−1)dχc(V ).

1.5. The zeta point of view
It is often convenient to pack the information given by NX(pe) into one

single object : the zeta function ζX(s) of the scheme X, i.e. the Dirichlet
series

∑
ann

−s defined by the infinite product

ζX(s) =
∏
x∈X

1

1− |x|−s
,

where x runs through the set X of closed points of X and |x| is the number
of elements of the residue field κ(x). The product converges absolutely for
Re(s) > dimX, see e.g. [Se 65] ; here dimX is the dimension of the scheme
X, not that of X(C) ; for instance dim SpecZ = 1.

5. Indeed, it is enough to prove this when X is quasi-projective (affine would be en-
ough), in which case the triangulation theorem of analytic spaces shows that T is homeo-
morphic to K L, where K is a finite simplicial complex and L is a closed subcomplex
of K. (A proof, in the more general setting of “semi-algebraic sets”, can be found in [BCR
98, §9.2].) This implies that the abelian groups Hi(T,Z) and Hi

c(T,Z) are finitely gene-
rated and are 0 for i > dimtopT = 2 dimX(C) ; the same is true for the Q-vector spaces
Hi(T,Q) and Hi

c(T,Q).
6. However, it is χc, rather than χ, that occurs naturally in the proofs, cf. Chap.6.
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A standard computation shows that the Dirichlet series ζX(s) can be
written as an Euler product

ζX(s) =
∏
p

ζX,p(s),

where

ζX,p(s) = exp(
∞∑
e=1

NX(pe)p−es/e).

Hence ζX(s) is determined by the NX(pe). Conversely, NX(pe) can be reco-
vered from the coefficients an of ζX(s), by expanding the identity

NX(p)t+NX(p2)t2/2 + · · · = log(1 + apt+ ap2t
2 + · · ·),

where t is an indeterminate. For instance :
NX(p) = ap, NX(p2) = 2ap2 − a2p, NX(p3) = 3ap3 − 3apap2 + a3p.

In what follows, we will mostly work with NX(pe), but once in a while we
shall also mention the zeta aspect.
Definition of NX(pe) for e 6 0.

By Dwork’s rationality theorem ([Dw 58]), proved by p-adic methods (and
reproved `-adically by Grothendieck, see §4.4), ζX,p(s) is a rational function
of p−s. More precisely, there is a product decomposition

ζX,p(s) =
∏

z∈C×(1− zp−s)n(z),
where the integers n(z) are 0 for every z ∈ C× except a finite number. This
is equivalent to saying that

(*) NX(pe) =
∑

z n(z)ze for every e > 1.
By a theorem of Deligne, the z that occur with a non-zero coefficient

n(z) are “ p-Weil integers ”, see §4.5 ; moreover, one has n(z) = n(z′) if the
algebraic numbers z and z′ are conjugates over Q.

If e ∈ Z is 6 0, one may take (*) as the definition of NX(pe) ; hence
it makes sense to write NX(p−1), or NX(p0), and the reader can check that
these numbers enjoy most of the properties of the standard NX(pe) for e > 1 ;
the main differences are :

– NX(p0) belongs to Z, but not always to N (it is equal to the Euler
characteristic of Xp, cf. §4.3) ;

– for e < 0, NX(pe) belongs to Z[1
p
], but not always to Z.
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Chapter 2. Examples

We collect here a few examples where dim X(C) is equal to 0, 1 or 2. Most
of them will be reconsidered later from the viewpoint of étale cohomology,
cf. §4.6.
2.1. Examples where dim X(C) = 0

We take f ∈ Z[x] with f 6= 0 and consider X = SpecZ[x]/(f), so that
NX(p) is the number of solutions in Z/pZ of f(x) ≡ 0 (mod p).
2.1.1. A quadratic equation

Take f = x2 + 1. We have

NX(p) =


1 if p = 2 ;

2 if p ≡ 1 (mod 4) ;

0 if p ≡ −1 (mod 4) .
By Dirichlet’s theorem on arithmetic progressions, each of the two cases

p ≡ 1 (mod 4) and p ≡ −1 (mod 4) occurs with density 1
2
. However, Sar-

nak and Rubinstein have shown (assuming the truth of some rather strong
conjectures 7) that there are quite often more primes ≡ −1 (mod 4) than
primes ≡ 1 (mod 4). (For the precise definition of “quite often”, see their
paper [RS 94].)

2.1.2. A typical cubic equation
Take f = x3 − x − 1. This polynomial has discriminant 4 − 27 = −23.

When p = 23, the equation f = 0 has a double root mod p and NX(23) is
equal to 2. For p 6= 23, we have (see [Bl 52] and [Se 03]) :

NX(p) =


1 if

(
p
23

)
= −1;

3 if
(
p
23

)
= 1 & p is represented by the binary form a2 + ab+ 6b2;

0 if
(
p
23

)
= 1 & p is represented by the binary form 2a2 + ab+ 3b2.

These three sets of primes have density 1/2, 1/6 and 1/3 respectively.
Remark. The result can also be expressed in a more compact form by intro-
ducing the power series F23 =

∑∞
n=1 anq

n defined by the formula :

F23 =
1

2
(
∑
a,b∈Z

qa
2+ab+6b2 −

∑
a,b∈Z

q2a
2+ab+3b2) = q

∞∏
n=1

(1− qn)(1− q23n)

7. They assume that the non-trivial zeros of the Dirichlet functions are on the line
Re(s) = 1

2 , are simple, and that their imaginary parts (normalized to be > 0) are Q-
linearly independent.
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= q − q2 − q3 + q6 + q8 − q13 − q16 + q23 + · · ·,

which is a cusp form of level 23 and weight 1, cf. e.g. [Fr 28, p.472].
It can be proved that

NX(p) = ap + 1

for every p. Moreover, the zeta function ζX(s) of X is equal to L23(s)ζ(s),
where ζ(s) is the standard zeta function (i.e. that of SpecZ), and L23(s) is
the Dirichlet series

L23(s) =
∑
n>1

ann
−s =

∏
p

1

1− ap p−s + ( p
23

) p−2s

whose coefficients an are the same as those of the power series F23. See [Se 02,
§5.3] for an interpretation in terms of Artin L-functions.
Exercises.
1) Let NX(mod pe) be the number of solutions of x3 − x− 1 = 0 in Z/peZ. Show that :

i) NX(mod pe) = NX(p) if p 6= 23.
ii) NX(mod pe) = 1 if p = 23 and e > 1.

2) Let NX(pe) be the number of solutions of x3 − x − 1 = 0 in a field with pe elements.
Show that NX(pe) = 3 if NX(p) = 1 and e is even, or NX(p) = 0 and e is divisible by 3.
Show that NX(pe) = NX(p) otherwise.

2.1.3. Another cubic equation
Take f = x3 + x + 1. This polynomial has discriminant −4− 27 = −31.

The results are almost the same 8 as those for x3−x−1, the binary quadratic
forms a2 + ab+ 6b2 and 2a2 + ab+ 3b2 with discriminant −23 being replaced
by a2 + ab+ 8b2 and 2a2 + ab+ 4b2, which have discriminant −31. Here also
we have NX(p) = ap + 1, where ap is the p-th coefficient of the cusp form

F31 =
1

2
(
∑
a,b∈Z

qa
2+ab+8b2 −

∑
a,b∈Z

q2a
2+ab+4b2).

The main difference is that it is not possible to write F31 as a product
q
∏

n>1(1− qn)cn with bounded exponents cn’s (for a more precise statement,
giving the value of lim sup 1

n
log |cn|, see exercise below).

Exercise.

8. The main point is that h(−23) = h(−31) = 3, i.e. the quadratic fields of discriminant
−23 and −31 have class number 3, cf. §3.3.3.3.
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a) Show that
(
−6 1
−31 5

)
is an element of order 3 of the modular group Γ0(31), that fixes

the point z0 = 11+i
√

3
2·31 of the upper-half plane Im(z) > 0 .

b) Show that the modular form z 7→ F31(e2πiz) vanishes on the Γ0(31)-orbit of z0, and at
no other point of the upper-half plane ; show that it is non-zero when Im(z) > Im(z0).
c) Use b) to prove that the radius of convergence of the q-series log( 1

qF31(q)) is equal to

e−π
√

3/31.
d) Show that, if one writes F31 as q

∏
(1−qn)cn with cn ∈ Z (which is possible in a unique

way), then lim sup 1
n log |cn| = π

√
3/31.

2.1.4. Computational problems
If f is given, the problem of computing the corresponding NX(p) for large

p is a P -problem : there is a deterministic algorithm that solves it in time
O((log p)A) for a suitable exponent A. The method is simple 9 : it consists in
computing the gcd g(x) of f(x) and xp − x in Fp[x] ; the degree of g(x) is
NX(p). This gives an exponent A equal to 3 ; using “fast multiplication” (cf.
[Kn 81, §4.3.3]) one can bring A down to 2 + ε for every ε > 0.

There is a special case where one can do better. When the Galois group
of f is abelian, the roots of f belong to a cyclotomic field Q(zm), where zm
is a primitive m-th root of unity. In that case, the value of NX(p) depends
only 10 on the value of p mod m ; since this value can be computed in time
O(log p), we can take A = 1.
Problem. Is this the only case where the exponent A can be taken < 2 ?

For instance, in the two cubic cases given above, can one prove that
there does not exist any deterministic algorithm computing NX(p) in time
O((log p)A) with A < 2 ?

Another natural question is :
Problem. Compute the roots of f mod p in polynomial time.

This is easily done if one accepts probabilistic algorithms (see e.g. [Kn 81,
§4.6.2]), but no deterministic polynomial time algorithm seems to be known
in the general case, except when deg f = 2, thanks to a theorem of Schoof
[Sc 85, §4], and in a few other cases (roots of unity of prime order, cf. [Pi
90]). I do not know what the situation is for the two cubic equations written
above.

2.1. Examples where dimX(C) = 1

9. As J-F. Mestre pointed out to me, this method was already known to Libri and to
Galois around 1830, cf. [Ga 30].
10. I am assuming here that p does not divide the discriminant of f .
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2.2.1. Genus 0
Take for X the conic in the projective plane 11 P2 defined by the homo-

geneous equation
x2 + y2 + z2 = 0.

We have NX(p) = p + 1 for every prime p : this is obvious for p = 2 since
the equation is equivalent to x + y + z = 0, hence has the three solutions
(1,0,0), (0,1,0) and (0,0,1). For p > 2, the conic Xp is smooth, and has an
Fp-rational point (by Chevalley-Warning, or by a direct argument), hence is
isomorphic to P1, hence has p+ 1 rational points.
[Alternative proof : use Weil’s bound |NX(p)− (p+ 1)| 6 2gp

1
2 , with g = 0.]

The zeta function of X is ζX(s) = ζ(s)ζ(s− 1).

2.2.2. Genus 1 with complex multiplication
Consider the elliptic curve X in P2 given by the affine equation

y2 = x3 − x.

This curve has good reduction outside 2 ; its conductor is 25, cf. [Cr 97, p.111,
case 32A2(A)]. It has complex multiplication : its Q-endomorphism ring is
the ring Z[i] of Gaussian integers, with i acting as (x, y) 7→ (−x, iy). One
finds that NX(p), for p > 2, is given by

NX(p) = p+ 1− ap,

where ap is as follows :
if p ≡ −1 (mod 4), we have ap = 0, so that NX(p) is p+ 1, as if the curve

had genus 0 (but NX(p2) is not p2 + 1 : it is p2 + 2p+ 1) ;
if p ≡ 1 (mod 4), we can write p as ππ with π ∈ Z[i] ; hence p = u2 + v2

if π = u+vi with u, v ∈ Z. We can choose π in a unique way 12 (up to
conjugation) such that π ≡ 1 (mod (1+i)3). Then ap = 2u = π+π.Moreover,
NX(pe) is equal to pe + 1− (πe + πe) for every e > 1.

11. Here - and elsewhere too - we use Bourbaki’s notation : the n-dimensional projective
space is denoted by Pn, and not by Pn which would suggest that it is the n-th-power of
P1.
12. Every fractional ideal a of Z[i] prime to λ = 1+i has a unique generator πa such that

πa ≡ 1 (mod λ3). The map a 7→ πa is the Hecke character associated with the elliptic curve
X, cf. [De 53]. [Hint. The kernel of the action of λ3 on X is made up of the following eight
points : the 2-division points (x = 0, 1,−1,∞) and the four points with x = i,−i. Hence,
if p splits in Q(i), the corresponding Frobenius endomorphism, viewed as an element π of
Z[i], fixes that kernel, and we have π ≡ 1 (mod λ3).]
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2.2.3. Genus 1 without complex multiplication
Consider the elliptic curve X in P2 given by the affine equation

y2 − y = x3 − x2.

This curve has good reduction outside p = 11 ; its conductor is 11, cf. [Cr 97,
p.110, case 11A3(A)].

To compute NX(p) we use the modular form

F11(q) = q

∞∏
n=1

(1− qn)2(1− q11n)2 =
∞∑
n=1

anq
n,

which is a cusp form of level 11 and weight 2, see e.g. [Fr 28, p.432]. Here
again, one can prove (Eichler, Shimura, cf. [Sh 66]) the formula

NX(p) = p+ 1− ap.

Example. The q-expansion of F11 is q − 2q2 − q3 + 2q4 + q5 + · · · ; hence
a2 = −2, a3 = −1, a5 = 1 and NX(p) = 5 for p = 2, 3, 5. 13

Zeta function. We have

ζX(s) =
ζ(s)ζ(s− 1)

L(s)
,

with
L(s) =

∑
an · n−s =

∏
p

1

1− ap p−s + ε(p) p1−2s
,

where the an’s are the same as above and ε(p) is equal to 0 if p = 11 and to
1 if p 6= 11.

13. Note that NX(p) is divisible by 5 for every p 6= 11, since the group X(Fp) contains a
subgroup of order 5, namely the one with (x, y) = (0, 0), (0, 1), (1, 0), (1, 1), (∞,∞). When
p = 11, it is NX(p) − 1 that is divisible by 5 : one has to remove the double point of the
cubic in order to get an algebraic group (viz. the multiplicative group Gm).

There is also an explicit formula for the value mod 5 of NX(p)/5 when p 6= 11, namely
NX(p)/5 ≡ (p− 1)α(p) (mod 5), where α is the unique homomorphism of (Z/11Z)× into
Z/5Z such that α(2) = 1. [Hint. Use the fact that there exists a curve isogenous to X that
contains µ5×Z/5Z, namely the curve X0(11). For a different proof, and a generalization,
see [Maz 78, p.139].]
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Remark. This kind of relation between zeta functions and modular forms is
a special case of the “modularity conjecture”, started by Taniyama in 1955,
made more precise by Weil in 1966 14 and eventually proved by Wiles and
others, cf. [Wi 95] and [BCDT 01].
Exercise. Let NX(mod pe) be the number of points of the projective curve X in the ring
Z/peZ. Show that :

i) NX(mod pe) = pe−1NX(p) if p 6= 11.
ii) NX(mod pe) = pe − pe−1 if p = 11 and e > 1.

2.2.4. Computation of NX(p) for large p when dimX(C) = 1

It is known that, for a fixed curve X over Q, the computation of NX(p)
can be done in polynomial time with respect to log p. This has been proved
by Schoof [Sc 85] when the genus of X is 1, and by Pila [Pi 90] in the general
case ; see also [KS08] for more practical aspects of the computation of NX(p)
in the case of hyperelliptic curves.The case of varieties of higher dimension
is open, cf. [CL 07] and [CE 11, Epilogue].

2.2. Examples where dim X(C) = 2
2.3.1. Affine quadratic cone

In affine 3-space, consider the quadratic cone X defined by the equation
x2 = yz. One has NX(pe) = p2e for every prime p and every e > 1, as if X
were isomorphic to affine 2-space (which it is not).
2.3.2. Quadrics in 3-space

Take for X the quadric in P3 defined by the homogeneous equation

ax2 + by2 + cz2 + dt2 = 0

where a, b, c, d are non-zero integers. Over C, such a surface is isomorphic to
P1 × P1. Over a finite field Fq of characteristic 6= 2, this is true if and only
if abcd is a square (assuming that abcd 6= 0 in Fq). In that case the number
of the Fq-points is q2 + 2q + 1.

14. The years 1965-1967 were an especially favorable period for Number Theory : besides
Weil’s paper [We 67], and the Sato-Tate conjecture ([Ta 65]), there was the launching of
Langlands program [La 67] and the introduction of motives by Grothendieck ([CS 03,
pp.173-175]). It was already suspected at that time that these daring theories are but the
different facets of the same mathematical object. Half a century later, a lot of progress
has been made by Deligne, Faltings, Wiles, Taylor and others, but we still do not know
exactly how the pieces fit together.
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If abcd is not a square in Fq, the quadric is isomorphic to the “Weil’s
restriction of scalars” of the projective lineP1 for the quadratic field extension
Fq2/Fq ; the number of its Fq-points is q2 + 1.

2.3.3. Rational surfaces
More generally, consider a smooth projective geometrically 15 irreducible

surface V over a finite field k with |k| = q ; assume that V is geometrically
rational, i.e. that it becomes birationally isomorphic to P2 after the ground
field extension k/k. Let NS be the Néron-Severi group of V/k. The Galois
group of k/k acts on NS, and we have (cf. [Man 86, §27]) :

NV (q) = q2 + qTr(σq)+1,
where Tr(σq) is the trace of the Frobenius element σq ∈ Gal(k/k) acting on
the free Z-module NS.

In the case where V is a smooth quadric, we have NS = Z2, σq acts either
trivially or by permuting the two factors, so that its trace is either 2 or 0,
and we recover example 2.3.2.

The case where V is a smooth cubic surface in P3 (due to Weil [We
54, p.588] - see also [Man 86, §27]) is particularly interesting. We then have
rank(NS) = 7. The 27 lines of the cubic surface give 27 elements of NS. The
group of automorphisms of the incidence graph of these lines is isomorphic
to Weyl(E6) = Weyl group of the root system E6. The action of Gal(k/k) on
these lines gives a homomorphism Gal(k/k)→Weyl(E6) that is well defined
up to conjugation. In particular, we have a Frobenius conjugacy class σq in
Weyl(E6), and the formula for NV (q) can be written as

NV (q) = q2 + (1 + a)q + 1,

where a is the trace of σq acting by the reflection representation of Weyl(E6),
which is of dimension 6.

Note that a can only take the values -3, -2, -1, 0, 1, 2, 3, 4, 6, as one sees
by looking at the character table of Weyl(E6), cf. [ATLAS, p.27]. Hence :

q2 − 2q + 1 6 NV (q) 6 q2 + 7q + 1.

Remark. For a given q one may ask what the possible values of a in
{−3,−2,−1, 0, 1, 2, 3, 4, 6} are. This does not seem to be known. However
Swinnerton-Dyer ([Sw 10]) has shown that the minimal value a = −3 is

15. It is customary to say that a k-scheme X has geometrically a property P if the k-
scheme X/k has property P (as if geometry could only be done over algebraically closed
fields).
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always possible, and that the maximal value a = 6 is possible provided
q 6= 2, 3, 5.
Exercise. Let V be a smooth cubic surface in P3 over Fq ; define a ∈ Z by the formula
NV (q) = q2 + (1 + a)q + 1, as above.

a) If q = 2, show that a = 6 is impossible because V would have strictly more Fq-points
than P3.

b) If q = 4, show that the smooth cubic surface x2y + xy2 + z2t + zt2 = 0 has
q2 + 7q + 1 = 45 rational points (i.e. a = 6), and that the automorphism group of the
surface is the unique subgroup of index 2 of Weyl(E6), i.e. is isomorphic to the simple
group SU4(F4), cf. [ATLAS, p.26].
[Hint. If x ∈ F4, then x2 is the F2-conjugate x of x, so that the equation can be rewritten
as xy + xy + zt+ zt = 0, and it is invariant by the unitary group SU4(F4).]

c) If a = −3, show that NV (qe) = (qe − 1)2 if e ≡ 1, 2 (mod 3) and NV (qe) =
q2e + 7qe + 1 if e ≡ 0 (mod 3).
[Hint. Use the fact that the elements of Weyl(E6) of trace −3 have order 3, cf. [ATLAS,
p.27] and [Do 07, §10.3.3].]

d) (T. Ekedahl and T. Shioda) If q ≡ 1 (mod 3), show that the equation

x3 + y3 + z3 + λt3 = 0,

where λ ∈ Fq is not a cube, defines a smooth cubic surface with a = −3.
[Hint. Use Galois descent from the Fermat cubic x3 + y3 + z3 + t3 = 0.]
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Chapter 3. The Chebotarev density theorem for a number
field

We limit ourselves to the standard case where the ground field is a number
field. For the higher dimensional case, see §9.3.

3.1. The prime number theorem for a number field
3.1.1. The prime counting function πK(x)

Let K be a number field, i.e. a finite extension of Q, and let OK be the
ring of integers of K. Let VK the set of non-archimedean places of K. The
elements of VK correspond to the maximal ideals of OK ; one may identify VK
with MaxOK . We denote by pv the maximal ideal corresponding to v ∈ VK ,
and by |v| the norm of pv (also called the norm of v), i.e. the number of
elements of the residue field κ(v) = OK/pv. If x is a real number, we put :

πK(x) = number of v ∈ VK with |v| 6 x.
When K = Q, VK is the set of prime numbers, and we have

πK(x) = π(x) = number of primes p with p 6 x.
3.1.2. The prime number theorem

The theorem says that πK(x) is asymptotically equal to π(x), i.e. that
πK(x) ∼ x/log x for x→∞ 16. More precisely :
Theorem 3.1. There exists c > 0 such that |πK(x)−Li(x)|<<x exp(−c

√
log x )

for x > 2.

Recall what the << notation means : let A(x) and B(x) be two complex
functions defined on the same set Σ, with B(x) real > 0 for all x ∈ Σ. One
writes :

A(x) << B(x) for x ∈ Σ

if there exists a real number C > 0 such that |A(x)| 6 C.B(x) for all x ∈ Σ.
In most cases, Σ is the set of real numbers x larger than some x0 ; if x0 is not
specified, then A(x)<<B(x) is equivalent to A(x) = O(B(x)).

Recall also that Li(x) is the logarithmic integral of x, i.e.
∫ x
2
dt/log t. For

every m > 1, one has :
Li(x) = x

log x
(1 + 1!

log x
+ 2!

(log x)2
+ · · ·+ m!

(log x)m
+O( 1

(log x)m+1 )).

In particular, Li(x) ∼ x/log x for x→∞. Theorem 3.1 implies :
πK(x) = x/log x+ x/(log x)2 +O(x/(log x)3) for x→∞.

16. Recall that f(x) ∼ g(x) means that limx→∞ f(x)/g(x) = 1.
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Note that the expression “ logarithmic integral of x ” is sometimes used for the
slightly different function li(x) =

∫ x
0 dt/log t, where the improper integral

∫ x
0 is

defined as limε→0(
∫ 1−ε
0 +

∫ x
1+ε). We have Li(x) = li(x) + li(2) = li(x) + 1.04516... ;

hence most asymptotic statements involving Li(x) remain true for li(x). [Note also
that some authors use the notation li(x) for our Li(x), and vice-versa ; there is no
universal convention.]

3.1.3. Density
Let P be a subset of VK . For every real number x, let πP (x) = number

of v ∈ P with |v| 6 x. The upper density of P is defined by :
upper-dens(P ) = lim sup πP (x)/πK(x) for x→∞.

The lower density of P is defined similarly :
lower-dens(P ) = lim inf πP (x)/πK(x) for x→∞.

One has lower-dens(P ) 6 upper-dens(P ). When these numbers coincide, they
are called the density of P . Hence, P has density λ if and only if :

πP (x) = λx/log x+ o(x/log x) for x→∞. 17

When K = Q, one recovers the usual notion of “natural density” of a set of
prime numbers.
Exercises.
1) Let P and Q be two subsets of VK . Assume that :

a) P has a density that is > 0 ;
b) upper-dens(Q) = 1.

Show that upper-dens(P ∩Q) = dens(P ) ; in particular, P ∩Q is infinite.
2) Let P1 = {11, 13, 17, 19, 101, 103, ...} be the set of prime numbers whose first digit in
decimal notation is 1.

a) Show that every subset of P1 that has a density has density 0.
b) Show that upper-dens(P1) = 5/9 and lower-dens(P1) = 1/9.

[Hint. Use the prime number theorem, together with the estimate :∑m=n
m=1

10m

m = 10n+1

9n +O( 10n

n2 ) for n→∞.]
3) Let P and Q be two subsets of VK which both have a density.

a) Show that
d−(P ∪Q) + d−(P ∩Q) 6 d(P ) + d(Q) 6 d+(P ∪Q) + d+(P ∩Q),

where d, d+ and d− are abbreviations for dens, upper-dens and lower-dens.
If P ∩Q and P ∪Q have a density, this implies that d(P )+ d(Q) = d(P ∪Q)+ d(P ∩Q).

b) Give an example where neither P ∩Q nor P ∪Q has a density.
[Hint. Let P1 be the set defined in the previous exercise. Choose for P the set of prime
numbers that are ≡ 1 (mod 3). Choose for Q the set of primes that are ≡ 1 (mod 3) if
they belong to P1, and that are ≡ −1 (mod 3) if not.]

17. Recall that “ f(x) = o(g(x)) for x→∞ ” means that limx→∞ f(x)/g(x) = 0.
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3.2. Chebotarev theorem
3.2.1. Decomposition group, inertia group, Frobenius

Let K be as in §3.1, and let E be a finite Galois extension of K. Let
G be the Galois group of E/K. The group G acts on the set VE of the
non-archimedean places of E, the quotient being VK .

Let v ∈ VK and choose w ∈ VE lying above v. Let Dw be the decom-
position group of w in G = Gal(E/K), i.e. the subgroup of G fixing w.
Let Iw be the inertia subgroup of Dw, i.e. the subgroup made up of the
elements g ∈ Dw that act trivially on the residue field κ(w). We have
Dw/Iw ' Gal(κ(w)/κ(v)). Let σw/v be the canonical generator of Dw/Iw,
i.e. the automorphism x 7→ x|v| of κ(w).

Note that Iw is almost always 1 : it is non-trivial if and only if w is ramified
over v, i.e. if pv divides the discriminant of E/K. When v is unramified, σw/v
can be viewed as an element of Dw ; it is the Frobenius element associated
with the pair (w, v) 18. Its conjugacy class in G only depends on v ; we shall
denote this class (or any element of it) by σv. When K = Q, we may identify
v with the prime number p = |v|, and we then write σp instead of σv.
3.2.2. Statement of the theorem – qualitative form

Let C be a subset of G stable under inner automorphisms (i.e. a union of
conjugacy classes). Let VK,C = {v ∈ VK : v is unramified and σv ∈ C}.
Theorem 3.2. The set VK,C has a density ; that density is equal to |C|/|G|.
Remark. Let ClG be the set of conjugacy classes of G, and let us put on it the
measure µ such that a class C has measure |C|/|G|. We may view Theorem
3.2 as an equidistribution theorem in ClG with respect to µ. More precisely,
let us order the elements v of VK in such a way that v 7→ |v| is increasing 19.
Then the Frobenius classes σv are equidistributed in ClG with respect to µ.

One of the most useful consequences of Theorem 3.2 is :
Corollary 3.3. If C 6= ∅, then VK,C is infinite.
Exercise. Refine Corollary 3.3 by proving that VK,C intersects every subset of VK whose
upper density is 1.
[Hint. Use Exerc.1 of §3.1.3.]

3.2.3. Statement of the theorem - quantitative form

18. It will later be called the “arithmetic Frobenius”, cf. §4.4 ; its inverse will then be
called the “geometric Frobenius”.
19. We follow Bourbaki’s conventions : a function f is said to be increasing (instead of

“non-decreasing”) if x 6 y implies f(x) 6 f(y).
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If x is a real number > 2, let πC(x) be the number of v ∈ VK,C with
|v| 6 x. Theorem 3.2 can be refined as follows :
Theorem 3.4. (Artin-Chebotarev, cf. [Ar 23], [Ch 25]) There exists a number
c > 0 such that
|πC(x)− |C||G|Li(x)| = O(x exp(−c

√
log x )) for x→∞.

If one assumes that the non-trivial zeros of the zeta function of E are on the
line Re(s) = 1

2
, the right hand side can be replaced by O(x

1
2 log x).

For the history of the theorem, see [LS 96].
For a detailed proof, with an effective (or at least theoretically effective)

error term, see [LO 77]. For instance, the number “ c ” of Theorem 3.4 can
be taken as c0 n

− 1
2

E , where c0 is an effectively computable absolute constant,
and nE = [E/Q] ; under GRH, one has

|πC(x)− |C||G|Li(x)| 6 c1
|C|
|G|x

1
2 (log |dE|+ nE log x) for every x > 2,

where c1 is another effectively computable absolute constant, and dE is the
discriminant of the field E. Such explicit error terms are needed when K is
fixed but E varies, see e.g. [Se 81].

3.2.4. Higher moments
We shall later need a variant of Theorem 3.4, where one counts the ele-

ments v of VK,C with a weight equal to |v|m for a given exponent m. In order
to state the result, let us call εo(x) the function occurring in the error term,
namely

εo(x) = x exp(−c
√

log x ).

Theorem 3.5. For x and m real, define Am(C, x) =
∑
|v|6x, v∈VK,C

|v|m. If
m > 0, we have :

Am(C, x) = |C|
|G|Li(xm+1) +O(xmεo(x)) for x→∞.

In particular, if C 6= ∅, then Am(C, x) ∼ |C|
|G| .

1
m+1

xm+1/log x for x→∞.

First Proof (analytic number theory style). This follows from Theorem 3.4 by
integration by parts.
Second Proof. Write α = |C|

|G| for short. For m = 0, Theorem 3.4 tells us that
A0(C, x) = αLi(x) + ε(x) with ε(x) << εo(x). If x > 2 we have

(∗) Am(C, x) = αLi(xm+1)− αLi(2m+1) + xmε(x)−
∫ x
2
mtm−1ε(t)dt.

Indeed, both sides of this equation have the following properties, which are
strong enough to imply that they are equal :
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– they are differentiable at every point x, except possibly when x ∈ N,
in which case they are right-continuous and they jump by the same amount,
namely xma(x) where a(x) is the number of unramified v with σv ∈ C and
|v| = x ;

– their values at x = 2 are the same, namely 2ma(2) ;
– their derivatives at every x /∈ N are equal to 0 ; this is clear for the left

side ; the derivative of the right side is
αxm/log x + mxm−1ε(x) + xmε′(x) − mxm−1ε(x) = xm(α/log x + ε′(x)),

which is 0 because ε′(x) = −α dLi(x)/dx = −α /log x.

Formula (*) implies Theorem 3.5, since xmε(x) << xmεo(x) and :∫ x
2
mtm−1ε(t)dt <<

∫ x
2
mtm−1εo(t)dt << xmεo(x),

the last inequality being due to the fact that εo(x) is increasing when x is
large enough.

Remark. The proof applies to every εo >> ε which is increasing in a neighbo-
rhood of ∞. In particular, it applies to εo(x) = x

1
2 log x if GRH is true for

the field E.

Variant. It is often convenient to express Theorem 3.5 in terms of class func-
tions on G. If f is such a function (with values in C, say), define

Am(f, x) =
∑
|v|6x |v|mf(σv),

where the sum extends over the v that are unramified in E/K (so that σv is
well defined) and have norm 6 x. With this notation, Theorem 3.5 can be
reformulated as :
Theorem 3.6. Assume m > 0. Then :

Am(f, x) = <f, 1>G Li(xm+1) +O(xmεo(x)) for x→∞,
where <f, 1>G = 1

|G|
∑

g∈G f(g) is the mean value of f on G.
Indeed, this is the same statement as Theorem 3.5 when f is the cha-

racteristic function of a subset C of G that is stable under conjugation ; the
general case follows by linearity.
Exercise. With the same notation as in Theorem 3.5, show that A−1(C, x) − |C||G| log log x

has a limit for x→∞.
[Hint. Use partial summation.]

3.3. Frobenian functions and frobenian sets
3.3.1. S-frobenian functions and S-frobenian sets
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Let S be a finite subset of VK , and let Ω be a set (with the discrete
topology). Consider a map f : VK S → Ω. We say that f is S-frobenian if
there exists a finite Galois extension E/K, unramified outside S, and a map
ϕ : G→ Ω, where G = Gal(E/K), such that :

a) ϕ is invariant under conjugation (i.e. ϕ factors through G→ ClG).
b) f(v) = ϕ(σv) for all v ∈ VK S.

[Note that ϕ(σv) makes sense because of condition a).]
A subset Σ of VK S is said to be S-frobenian if its characteristic function

is S-frobenian. This means that there exists a Galois extension E/K as above,
and a subset C of its Galois group G, stable under conjugation, such that
v ∈ Σ ⇐⇒ σv ∈ C ; in that case, Theorem 3.4 shows that Σ has a density,
which is equal to |C|/|G|.

Here is an alternative form of the definition. LetK be an algebraic closure
ofK and letKS be the maximal subextension of K that is unramified outside
S. Let ΓS be the Galois group of KS over K ; let Cl ΓS be the set of its
conjugacy classes, with its natural profinite topology (quotient of that of
ΓS). We have :
Proposition 3.7.

a) A function f : VK S → Ω is S-frobenian if and only if there exists
a continuous map ϕ : Cl ΓS → Ω such that f is equal to the composition

VK S → Cl ΓS
ϕ→ Ω,

where the map on the left is v 7→ σv.
When this is the case, ϕ is unique ; its image is a finite subset of Ω, that is
equal to the image of f .

b) A subset P of VK S is S-frobenian if and only if there exists a open
and closed subset U of Cl ΓS such that v ∈ P ⇐⇒ σv ∈ U . When this is
the case, U is unique ; it is the closure of the set of σv, for v ∈ P . The set P
has a density that is equal to the Haar measure 20 of U.
Proof of a). Since Ω is discrete, the continuity of ϕ means that ϕ is locally
constant, i.e. factors through Cl ΓS/N , where N is an open normal subgroup
of ΓS. Hence, the first assertion is just a restatement of the definition. The
uniqueness of ϕ follows from Chebotarev theorem, since the σv’s are dense in

20. We always use the normalized Haar measure, i.e. the Haar measure with total mass
1, see §5.2.1. It is a measure on ΓS ; its image by ΓS → Cl ΓS is a measure on Cl ΓS , that
we also call the “Haar measure”. If A is a measurable subset of ΓS , that is stable under
conjugation, and if cl(A) is its image in Cl ΓS , the Haar measures of A and of cl(A) are
the same.
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Cl ΓS ; the same argument shows that the images of f and ϕ are the same,
and that they are finite.

The proof of b) is similar ; the assertion about the density is merely a
reformulation of Theorem 3.2.
Notation. If f is S-frobenian, the corresponding map ϕ will be denoted by
ϕf ; we shall view it indifferently as a map of ΓS or of Cl ΓS into Ω. There
exists a maximal open normal subgroup N of ΓS such that ϕf is constant
mod N . Equivalently, there exists a minimal finite Galois extension Ef/K,
unramified outside S, such that ϕf factors through Gal(Ef/K) ; we shall say
that Ef is associated with f .
Remark. Part b) of Proposition 3.7 gives natural bijections between :

a) S-frobenian subsets of VK S ;
b) open and closed subsets of ΓS stable under conjugation ;
c) open and closed subsets of Cl ΓS.

These bijections are compatible with taking finite unions, finite intersections,
and complements. In particular, the intersection of two S-frobenian sets is
S-frobenian.
Proposition 3.8.

i) If an S-frobenian set is non-empty, its density is > 0 ; in particular, it
is infinite.

ii) Let P and P ′ be two S-frobenian subsets of VK S ; assume that there
are two sets Q and Q′, of density 0, such that P ∪Q = P ′∪Q′. Then P = P ′.
Proof.

i) If P is S-frobenian and non-empty, the corresponding open and closed
subset of ΓS is non empty, hence its Haar measure is > 0. This shows that
dens(P ) > 0.

ii) The set E = P ∪ P ′ P ∩ P ′ is contained in Q ∪ Q′, hence has
density 0. Since E is S-frobenian, this implies E = ∅.
3.3.2. Frobenian sets and frobenian functions

There are cases where one does not want to specify a set S as we did in
the previous section. This leads to the following definition :

A subset P of VK is called frobenian if there exists a finite set S such that
P S ∩P is S-frobenian. Such a set defines an open and closed subset UP of
ΓK = Gal(K/K), closed under conjugation, which one may define either as :

a) the closure of the union of the conjugacy classes of the σv, for v ∈ P S
(this is independent of the choice of S) ;
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b) the inverse image by ΓK → ΓS → Cl ΓS of the set denoted by U in
Proposition 3.7.b).

Two frobenian sets P and P ′ are called almost equal if they only differ by
a finite set, i.e. if there exists a finite set S such that P P ∩S = P ′ P ′∩S.
This is equivalent to UP = UP ′ . One thus gets a natural bijection between :

a) frobenian subsets of VK , up to the equivalence relation defined by
“almost equality” ;

b) open and closed subsets of ΓK that are stable under conjugation ;
c) open and closed subsets of Cl ΓK .

The properties of S-frobenian sets proved in the previous section imply :
Proposition 3.9. i) If a frobenian set is infinite, its density is > 0.

ii) Let P and P ′ be two frobenian subsets of VK ; assume that there are
two sets Q and Q′, of density 0, such that P ∪Q = P ′ ∪Q′. Then P and P ′
are almost equal.

Similarly, if S0 is a finite subset of VK , a map f : VK S0 → Ω is called
frobenian if there exists a finite set S containing S0 such that the restriction
of f to VK S is S-frobenian. The fibers of such a map are frobenian subsets
of VK .
Exercises.
1) Let Dens (resp. Frob) be the set of all subsets of VK that have a density (resp. are
frobenian). Show that |Frob| = ℵ0 and |Dens| = 2ℵ0 . [Hence Frob is much smaller than
Dens.]
2) Let Q be a frobenian subset of VK and let α be its density. Show that there exists c > 0
such that

∏
v∈Q,|v|6x(1− 1

|v| ) ∼
c

(log x)α for x→∞.
[Hint. Use the exercise in §3.2.4.]

3.3.3. Basic properties of S-frobenian functions
Let f : VK S → Ω be an S-frobenian function.

3.3.3.1. If ω is an element of Ω, the set f−1(ω) is S-frobenian, hence is
either empty or has a density that is > 0.

If f ′ : VK S → Ω is another S-frobenian function, the set of v ∈ VK S
such that f(v) = f ′(v) is either empty, or has a density that is > 0 ; this
follows from the fact that (f, f ′) : VK S → Ω× Ω is S-frobenian.

Similarly, the fibers of a frobenian function are either finite, or of den-
sity > 0.

3.3.3.2.Value at 1 and at −1. One can define the value of f at 1 as being
ϕf (1), where “ 1 ” means the identity element of ΓS (or of Gal(Ef/K), it
amounts to the same). Note that the element “ f(1) ” so defined belongs to
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the image of f , since it belongs to the image of ϕf ; hence the set of v ∈ VK S
with f(v) = f(1) is S-frobenian of density > 0.

Similarly, if ι : K → R is a real embedding of K, and cι is the cor-
responding complex conjugation (viewed as an element of Cl ΓS), we can
define the value of f at −1ι as ϕf (cι) ; here again, the set of v ∈ VK S with
f(v) = f(−1ι) is S-frobenian of density > 0. When K = Q, we shall write 21

f(−1) instead of f(−1ι).
3.3.3.3. Ψe-transforms. Let e be an integer. If ϕ is any function defined

on a group G, let us denote 22 by Ψeϕ the function g 7→ ϕ(ge). This applies
in particular to G = ΓS and ϕ = ϕf . Since Ψeϕf is a locally constant class
function on G S, it defines an S-frobenian map of VK S into Ω, which
we shall denote by Ψef . By definition, we have Ψef(v) = f(σev) for every
v ∈ VK S, where σev denotes the e-th power of the Frobenius element σv. We
have Ψef(1) = f(1),Ψef(−1ι) = f(1) if e is even, and Ψef(−1ι) = f(−1ι) if
e is odd.

3.3.3.4. Base change. Let K ′ be a finite extension of K contained in KS,
hence unramified outside S, and let G′S = Gal(KS/K

′) be the corresponding
subgroup of ΓS.

Let f : VK S → Ω be an S-frobenian map, and let S ′ be the inverse
image of S in VK′ . There is a unique S ′-frobenian map f ′ : VK′ S ′ → Ω such
that ϕf ′ : G′S → Ω is the restriction of ϕf to G′S. If v′ ∈ VK′ S ′ has image v
in VK S, and if e is the corresponding residue degree, we have :

f ′(v′) = ϕf ′(σv′) = ϕf (σ
e
v) = Ψef(v).

Hence f ′ can be computed, provided one knows Ψef for e 6 [K ′ : K].

Warning. The map f ′ should not be confused with the more natural looking
composition VK′ S ′ → VK S → Ω, which is not frobenian in general,
even when [K ′ : K] = 2, cf. Exercise 1 below.

3.3.3.5. Mean value. Suppose Ω is a Q-vector space. We may then define

21. These strange notations, which amount to speaking of “the prime 1” and “the prime
−1”, lead to very reasonable-looking formulae, as we shall see in §3.4.1.1 and §6.1.2. Note
that “ −1 ” was already advertised by Conway in [Co 97 ] as a convenient index for the
real place at infinity.
22. The Ψ notation comes from the Adams operations for group representations and

K-theory, see §5.1.1 or [Se 78, §9.1, exerc.].
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the mean value mean(f) of f as that of ϕf , namely

mean(f) = <ϕf , 1> =
1

| G |
∑
g∈G

ϕf (g),

where G is any finite quotient of ΓS through which ϕf can be factored. If Ω
is C, or more generally a finite-dimensional vector space over R, Theorem
3.4 implies : ∑

|v|6x

f(v) = mean(f) Li(x) +O(εo(x)) for x→∞,

where εo(x) is as in §3.2.4, and the summation is restricted to v /∈ S. In
particular, we have mean(f) = limx→∞

∑
|v|6x f(v)

πK(x)
.

Similarly, Theorem 3.5 implies :∑
|v|6x f(v)|v|m = mean(f) Li(xm+1) +O(xmεo(x)) for x→∞,

for every m > 0.
Exercises. We keep the notation of §3.3.3.4 and we denote by π the natural projection
VK′ S′ → VK S.
1) Suppose [K ′ : K] = 2. Let A be the subset of VK S made up of the v ∈ VK that split
completely in K ′. Show that A is frobenian, but π−1(A) is not.
[Hint. Observe that π−1(A) has density 1, but that its complement is infinite.]

Use A to construct an S-frobenian function f : VK S → Z/2Z such that f ◦ π is not
frobenian.
2) Let E be a Galois extension of K containing K ′ and unramified outside S ; put G =
Gal(E/K) and G′ = Gal(E/K ′) so that we have G′ ⊂ G. Let ψ be a class function on G′
with values in R. Define a function ϕ on G by the formula

ϕ(g) = supx∈G ψ(xge(x,g)x−1),
where e(x, g) is the smallest integer n > 0 such that xgnx−1 ∈ G′.

a) Show that ϕ is a class function on G.
b) Let fϕ : VK S → R and fψ : VK′ S′ → R be the frobenian functions associated

with ϕ and ψ. Show that
fϕ(v) = supv′→v fψ(v′).

c) Let B be an S′-frobenian subset of VK′ S′. Show that A = π(B) is an S-frobenian
subset of VK S.
[Hint. Apply b) to a sufficient large extension of K ′ contained in KS , and choose ψ such
that fψ is the characteristic function of B. Then fϕ is the characteristic function of A.]

3.4. Examples of S-frobenian functions and S-frobenian sets
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In this section, the ground field K is Q, so that VK is the set P of all
prime numbers.
3.4.1. Dirichlet examples

The following two examples are essentially due to Dirichlet ([Di 39]) :
3.4.1.1. Arithmetic progressions. Let m be an integer > 0 and let S be

the set of the prime divisors of m. Let f : P S → (Z/mZ)× be the function
p 7→ p mod m. Then f is S-frobenian, the relevant field extension being the
m-th cyclotomic field. One has

f(1) = 1 and f(−1) = −1,
where f(1) and f(−1) are the elements of (Z/mZ)× associated with f as
explained in §3.3.3.2.

3.4.1.2. Binary quadratic forms. Let B(x, y) = ax2+bxy+cy2 be a binary
quadratic form, with integral coefficients, whose discriminant d = b2− 4ac is
not a square. Let S be the set of the prime divisors of d. Let PB be the set of
primes p /∈ S that can be represented by B, i.e. are of the form p = B(x, y)
for some x, y ∈ Z. Then PB is S-frobenian. It is not empty if the obvious
necessary conditions are met : (a, b, c) = 1 and a > 0 if d < 0 ; the density of
PB is then 1/h+(d), except if B is ambiguous , i.e. invariant by an element
of GL2(Z) of determinant −1, in which case the density is 1/2h+(d). [Here
h+(d) is the narrow class number, cf. [Co 93, 5.2.7] ; when d is > 0 it may
differ by a factor 2 from the usual class number h(d).]

The proofs of these statements rely on the standard dictionary between
binary quadratic forms and invertible ideals in quadratic rings (see [Co 93,
§5.2]). The relevant Galois extensions are the abelian extensions of Q(

√
d)

known as ring class fields, cf. [Cox 89, §9].
Exercise. Show that the primes represented by 2x2 + xy + 9y2 have density 1/7.

3.4.2. The map p 7→ NX(p)

3.4.2.1. The case where dimX/Q 6 0.
Let X be a scheme of finite type over Z. Assume that dimX/Q 6 0, i.e.

that X(Q) is a finite set. The Galois group ΓQ = Gal(Q/Q) acts on X(Q)
via some quotient G = Gal(E/Q), where E is a finite Galois extension of Q.
Proposition 3.10.
a) The map f : P 7→ Z defined by f(p) = NX(p) is frobenian.
b) The corresponding map ϕf (cf. §3.3.1) is the map ϕ : G→ Z defined by :

ϕ(g) = X(Q)g = number of points of X(Q) fixed by g.
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c) Ψef(p) = NX(pe) for every large enough p and every e > 1. [For the
definition of Ψef , see §3.3.3.3.]
d) One has f(1) = |X(C)| and f(−1) = |X(R)|.
e) The mean value of f (in the sense of §3.3.3.5) is |X/Q|.
Proof. Let us suppose first that X = SpecOK , where K is a number field.
We then have NX(p) = number of places v of K with |v| = p.

We may choose for E the Galois closure of K ; we have G = Gal(E/Q) ;
let us put H = Gal(E/K). We may identify X(Q) with G/H. Let S be the
set of prime divisors of disc(K) (or of disc(E) - it amounts to the same). If
p /∈ S, let σp ∈ G be its Frobenius element (up to conjugation). We have
NX(p) = ϕ(σp). This shows that the map p 7→ NX(p) is S-frobenian, and that
ϕ is the associated function. This proves a) and b). Assertion c) follows from
the easily proved formula NX(pe) = ϕ(σep). Since ϕ(1) = |G/H| = [K/Q] =
|X(C)|, this implies the assertion about f(1) ; a similar method works for
f(−1). As for the mean value of f , it is by definition the mean value of the
function ϕ, that is equal to 1 by Burnside’s lemma (see e.g. [Se 02, §2.1]).
This proves Proposition 3.10 in the case X = SpecOK . The general case
follows by doing the following operations on X :

- making it reduced ; this does not change any NX(pe) ;
- making it normal ; this changes NX(pe) for only finitely many p ;
- decomposing it into irreducible components ; each component is then

isomorphic to X ′ = SpecOK Σ, where K is a number field and Σ is a closed
finite subset of SpecOK ; one then has NX(pe) = NX′(p

e) for all large enough
primes p.
Corollary 3.11. If X is a scheme of finite type over Z such that X/Q 6= ∅,
there are infinitely many p with NX(p) > 0.
Proof. Choose a closed point x of X/Q ; its closure Xx in X is a subscheme of
X to which one applies part c) of Proposition 3.10. Hence there are infinitely
many p with NXx(p) > 0, and a fortiori NX(p) > 0.
Remarks. 1. The hypothesis X/Q 6= ∅ is equivalent to X(Q) 6= ∅ and to
X(C) 6= ∅.

2. By a theorem of Ax and van den Dries ([Ax 67], [Dr 91], see also §7.2.4),
the set of p with NX(p) 6= 0 is frobenian ; in particular, it has a density, that
is > 0, as was first proved in [Ax 67].
Example : Number of roots mod p of a one-variable polynomial.

Let us take X = Z[t]/(H), where H is a non-zero element of the polyno-
mial ring Z[t]. Let a0tn be the leading term of H and let S be the set of the
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prime divisors of a0disc(H). Then :
The map p 7→ NH(p) is S-frobenian, and its value at 1 (resp. at −1) is the
number of complex (resp. real 23) roots of H.
For every e > 1, the Ψe-transform of p 7→ NH(p) is p 7→ NH(pe).

3.4.2.2. NX(p) mod m. Let X be a scheme of finite type over Z. The map
p 7→ NX(p) is not frobenian (unless dim X(C) 6 0), if only because its image
is infinite, but it is residually frobenian in the following sense :
For every integer m > 1, the map f : p 7→ NX(p) (mod m) is a frobenian
map of P into Z/mZ; its value at 1 (resp. at −1) is equal to the image in
Z/mZ of the Euler-Poincaré characteristic χ(X(C)) (resp. χc(X(R))).

These statements will be proved in §6.1.2 ; note that they imply Theorem
1.4 of §1.4.
3.4.3. The p-th coefficient of a modular form

Let us choose a level N , a weight k > 0, a Dirichlet character ε mod N ,
and a modular form ϕ =

∑
anq

n on Γ0(N) of weight k and type ε, cf. e.g.
[DS 74, §1]. Assume that the coefficients an of ϕ belong to the ring of integers
A of some number field. Then the map p 7→ ap is residually frobenian, in a
similar sense as in §3.4.2.2. More precisely :
Theorem 3.12. For every integer m > 1, the map p 7→ ap (mod mA) is
SmN -frobenian, where SmN is the set of primes dividing mN. Its value at
1 (resp. at −1) is 2a1 (resp. 0) (mod mA).
Corollary 3.13. The set of p with ap ≡ 2a1 (mod m) is SmN -frobenian and
its density is > 0. The same is true for the set of p with ap ≡ 0 (mod m).

The proof of Theorem 3.12 is by reduction to the case where m is a
power of a prime `, and ϕ is an eigenfunction of the Hecke operators Tp
for p /∈ S`N ; in that case, one uses the fact that there exists a 2-dimensional
`-adic representation ρ of ΓS`N such that ap = a1.Tr(ρ(σp)) for every p /∈ S`N .

Similarly, if H(N, k) is the ring generated by the Hecke operators Tp for
p not dividing N, the map p 7→ Tp ∈ H(N, k) is residually frobenian, and its
value at 1 (resp. at −1) is 2 (resp. 0). In particular, if ϕ is as above, one has
Tpϕ ≡ 0 (mod m) for a set of p that is SmN -frobenian of density δ > 0. As
explained in [Se 76, §4.6], this implies that ϕ is lacunary (mod m), i.e., if
we denote by sm(x) the number of n 6 x with an ≡ 0 (modm), we have
limx→∞ sm(x)/x = 1 ; more precisely : x− sm(x) = O(x/(log x)δ).

23. Note the following curious corollary : there are infinitely many p such that H has
the same number of roots in Fp as in R.
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Exercise. Let m > 1 and ϕ =
∑
anq

n be as above, and let e be an integer > 1. Show that
the map p 7→ ape (mod m) is frobenian, that its value at 1 is (e+ 1)a1 and that its value
at −1 is 0 if e is odd and is a1 if e is even.

3.4.4. Examples of non-frobenian sets of primes
The reader should not think that all reasonably defined sets of primes are

frobenian. Here is a counterexample :
Choose X such that X/Q is a geometrically irreducible smooth projective

curve of genus g > 0, and let PX be the set of primes p such that NX(p) >
p+ 1. It is a consequence of the general Sato-Tate conjecture (cf. Chapter 8)
that PX is not frobenian, but that it has a density, which is a strictly positive
rational number 6 1

2
.

When X/Q is an elliptic curve (i.e. g = 1), most of this has been pro-
ved (see the references given in §8.1.5), the density of PX being equal to
1
4
in the CM case and 1

2
in the non-CM case. In the second case, the non-

frobenian behaviour of PX should be true in the following strong form :
if F is any frobenian set of primes, then F ∩ PX has a density equal to
dens(PX). dens(F ) = 1

2
dens(F ) ; loosely speaking, the condition p ∈ PX is

independent of any frobenian condition.
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Chapter 4. Review of `-adic cohomology

The results summarized in this chapter (except those of §4.6) can be
found in the three volumes of SGA relative to étale cohomology : [SGA 4],
[SGA 41

2
] and [SGA 5], together with Deligne’s papers [De 74] and [De 80] on

Weil’s conjectures. For a shorter account (with or without proofs), see e.g.
[FK 88], [Ka 94], [Ka 01b] or [Mi 80].

4.1. The `-adic cohomology groups
Let k be a field with separable closure ks and let Γk = Gal(ks/k).
Let X be a k-variety, i.e. a scheme of finite type over k, and let X = X/ks

be the ks-variety obtained from X by the base change k → ks. Let us also
assume that X is separated. Let ` be a prime number, distinct from char(k)
(the choice of ` is usually unimportant, the only exception in the present
notes being §6.3.4). For every i > 0, one defines the étale cohomology groups
H i(X,Q`) and H i

c(X,Q`) ; they are finite dimensional Q`-vector spaces 24,
and they vanish when i > 2dim(X); whenX is proper, the two types coincide.
We shall mainly use the H i

c, i.e. those with a “ c ” in index position, which are
called the i-th cohomology groups of X with proper 25 support. One advantage
of these groups is that, if Y is a closed subvariety of X and U = X Y , one
has the usual type of exact sequence

· · · → H i
c(X,Q`)→ H i

c(Y ,Q`)→ H i+1
c (U,Q`)→ H i+1

c (X,Q`)→ · · ·
The action of Γk on X gives by “transport de structure” an action of Γk

on each of the vector spaces H i(X,Q`) and H i
c(X,Q`). We thus get `-adic

representations of Γk, and hence `-adic characters, see Chapters 6 and 7.
Remark. The `-adic cohomology groups are topological invariants, in the fol-
lowing sense : they are the same for a scheme X and for the corresponding
reduced scheme Xred ; for a more general result (valid for any finite surjective
radicial morphism), see [SGA 4, VIII, th.1.1] and [SGA 1, IX, th.4.10].

Remark on the definitions of H i(X,Q`) and H i
c(X,Q`).

These definitions will not actually be used in what follows. However,
the reader should be aware of the fact that, despite its suggestive notation,

24. When X is proper and smooth, the dimension of these spaces does not depend on
the choice of ` ; the same is true if char(k) = 0 because of Artin’s comparison theorem, see
§4.2 below ; whether this holds in general is a well-known open question.
25. One also says “with compact support”, by analogy with the case k = C ; this explains

the use of the index “ c ” in the notation.
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H i(X,Q`) is not the i-th cohomology group of X with coefficients in the
constant sheaf Q`. The groups that are genuine sheaf cohomology groups
(for the étale topology) are the finite groups H i(X,Z/`nZ) for n = 1, 2, ... ;
the groups H i(X,Z`) and H i(X,Q`) are derived from them by the formulae

H i(X,Z`) = lim←−H
i(X,Z/`nZ)

and
H i(X,Q`) = H i(X,Z`)⊗Z` Q` = H i(X,Z`)[1/`].

As for the H i
c(X,Z`) and H i

c(X,Q`), they are defined in a similar way,
by means of a compactification of X.

A consequence of these somewhat indirect definitions is that most of the
basic results (such as those on higher direct images, or base change) have to
be proved first for the constant sheaves Z/`nZ (or, more generally, for finite
constructible sheaves), and then extended to Z` by using the functor lim←−,
and extended to Q` by using the functor ⊗Z`Q`.

4.2. Artin’s comparison theorem
Suppose k = R or C, so that ks = k = C. In that case, the C-analytic

space X(C) is locally compact for the usual topology, and its cohomology
groupsH i(X(C),Q) with rational coefficients can be defined by sheaf theory ;
one also gets cohomology groups with compact support H i

c(X(C),Q). There
are natural maps (due to the fact that the usual topology is finer than the
étale one) :

H i(X,Q`)→ H i(X(C),Q)⊗Q` and H i
c(X,Q`)→ H i

c(X(C),Q)⊗Q`.

The following basic result is the étale analogue of GAGA’s theorems for
coherent cohomology :
Theorem 4.1. (M.Artin) The above maps are isomorphisms.

The proof for H i can be found in [SGA 4, XVI.4, th. 4.1], in a more
general setting ; the case of H i

c follows, cf. [SGA 4, XVII.5.3]. Note that, if
k = R, these isomorphisms are compatible with the action of ΓR , i.e. with
complex conjugation.

Remark. Here also, the proofs have to be made first for the finite sheaves Z/`nZ ;
the case of Z` (and then of Q`) follows.

4.3. Finite fields : Grothendieck’s theorem
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Suppose k is finite, with q = pe elements, p prime. In that case, there is a
natural k-morphism F : X → X, called the Frobenius endomorphism of X,
defined as follows :

It is the identity on the topological space X, and its action on the struc-
ture sheaf OX is f 7→ f q.

In particular, if X is affine, and is defined by polynomial equations

fα(x1, ..., xn) = 0

with coefficients in k, then F is the standard Frobenius map :

(x1, ..., xn) 7→ (xq1, ..., x
q
n).

One of its main properties is that a k-point x of X is k-rational if and
only if it is fixed under F . Similarly, if m is an integer > 0, and if km denotes
the subextension of k of degree m over k, then X(km) is the subset of X(k)
made up of the points fixed under the m-th iterate Fm of F .

The morphism F : X → X is proper ; hence it acts by functoriality on
the cohomology spaces H i

c(X,Q`), where ` is any prime number 6= p. Let us
denote by Tri(F ) the trace of this endomorphism, and define :

Tr(F ) =
∑

i(−1)iTri(F ).
This is the Lefschetz number of F , relative to the `-adic cohomology with

proper support. A priori, it depends on the choice of `. In fact, it does not,
because of the following result of Grothendieck ([Gr 64], see also [SGA 41

2
,

p.86, th.3.2]) :
Theorem 4.2. Tr(F ) = |X(k)|.

This also applies to the finite extensions of k. Hence :
Corollary 4.3. Tr(Fm) = |X(km)| for every m > 1.
Remarks.

1) Since F : X → X is a radicial morphism, it is an homeomorphism for
the étale topology. Hence every eigenvalue of F on H i

c(X,Q`) is non-zero ;
for a more precise statement, see Theorem 4.5 below.

2) The theorem proved by Grothendieck, loc.cit., is more general than
Theorem 4.2 : it applies to every constructible Q`-sheaf, and gives Tr(F ) as
a sum of local traces at the points of X(k).

3) Assume k = Fp, to simplify notations. Then Corollary 4.3 is equiva-
lent to saying that the Dirichlet series denoted by ζX,p(s) in §1.5 is equal
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to
∏

i det(1 − p−sF |H i
c(X,Q`))

(−1)i+1 , which is a rational function of p−s.
Moreover, one has

NX(pe) =
∑

i(−1)iTri(F
e)

for every e ∈ Z (and not merely for e > 1). In particular, NX(p0) is equal to∑
i(−1)idimH i

c(X,Q`), which is the Euler-Poincaré characteristic of X.

4.4. The case of a finite field : the geometric and the arithmetic
Frobenius

Keep the notation of §4.3. The Galois group Γk = Gal(k/k) acts on each
cohomology group H i

c(X,Q`). In particular, the natural generator σ = σq of
Γk acts by an automorphism (still denoted by σ), that is called the arithmetic
Frobenius automorphism in order to distinguish it from the geometric Fro-
benius F defined above. These two kind of “Frobenius automorphisms” are
related by the following simple result (see [SGA 5, p.457], or [Ka 94, 24-25]) :
Theorem 4.4. The arithmetic Frobenius and the geometric Frobenius are
inverses of each other.
In other words, we have σ(Fξ) = F (σξ) = ξ for every ξ ∈ H i

c(X,Q`).
A similar result holds for the cohomology groups H i(X,Q`), with arbi-

trary support (and also for the cohomology with coefficients in Z/`nZ).
Example. Suppose that X is an abelian variety over k, and let V`(X) be

its Tate Q`-module.
[Recall that V`(X) = Q⊗ lim←−X[`n], where X[`n] is the group of the `n-division points of
X(k), i.e. the kernel of `n : X(k)→ X(k) ; it is a Q`-vector space of dimension 2dimX.]

The Frobenius endomorphism F : X → X acts on V`(X) ; the arithmetic
Frobenius s also acts, and its action is the same as the action of F (because F
and s act in the same way on X(k)). The first cohomology group H1(X,Q`)
is the dual of V`(X) ; the action of F on it is defined by functoriality, i.e.
by transposition ; the action of s is defined by transport of structure, i.e. by
inverse transposition. This explains why the two actions are inverse of each
other. 26

4.5. The case of a finite field : Deligne’s theorems
We keep the notation and hypotheses of §4.4 above.

26. What this example suggests is that, if étale topology were expressed in terms of
homology instead of cohomology, the two types of Frobenius would be the same.
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Recall that a q-Weil integer of weight w ∈ N is an algebraic integer α
such that |ι(α)| = qw/2 for every embedding ι : Q(α) → C. For instance a
q-Weil integer of weight 0 is a root of unity (Kronecker).
Remark. In Deligne [De 80, §1.2.1], what we call a q-Weil integer of weight w
is called “ an algebraic integer that is pure of weight w relatively to q ”.
Theorem 4.5. (Deligne) Let d = dimX.

a) Every eigenvalue α of the geometric Frobenius F acting on H i
c(X,Q`)

is a q-Weil integer of weight 6 i ; if i > d, then α is divisible by qi−d.
b) Assume that X is proper and smooth. Then the characteristic polyno-

mial of F acting on H i
c(X,Q`) has coefficients in Z and is independent of

` ; its roots are q-Weil integers of weight i.
Assertion b) is the celebrated Weil conjecture. It is proved in [De 74]

under the slightly restrictive assumption that X is projective, instead of
merely proper ; the general case can be found in [De 80].

The proof of a) is given in [De 80, §3.3] ; see also [Ka 94, pp.26-27]. The
divisibility of α by qi−d is not explicitly stated in [De 80], but it follows from
Cor. 3.3.8 which says that, if i > d, one has v(α) > (i − d)v(q) for every
p-adic valuation v of Q(α).

Let us fix a prime ` 6= p, and define the i-th Betti number Bi of X as
the Q`-dimension of H i

c(X,Q`) (recall that it is independent of ` in case
b) above). Let NX(q) be, as usual, the number of elements of X(k). By
combining Theorem 4.2 and Theorem 4.5 we get :
Theorem 4.6. NX(q) =

∑i=2d
i=0 (−1)iνi, where νi = Tr(F |H i

c(X,Q`)) is an
algebraic integer such that |νi| 6 qi/2Bi.

(More precisely, all the Galois conjugates of νi have absolute value boun-
ded by qi/2Bi.)

Note that the “main term” in this formula is ν2d, where d = dimX. Its
value is easy to compute. Indeed, let us denote by IX the set of irreducible
components of X of dimension d. It is proved in [SGA 4, XVIII.2.9] that
H2d
c (X,Q`) is canonically isomorphic 27 to Q`(−d)IX . Since F acts by qd on

Q`(−d), this shows that we have ν2d = eqd, where e is the number of elements
of IX that are k-rational, i.e. invariant under σq. By applying Theorem 4.6
we obtain the following estimate :
Corollary 4.7. |NX(q)− eqd| 6 (B −B2d)q

d− 1
2 , where B =

∑
iBi.

27. Recall that Q`(−d) is the d-th tensor power of Q`(−1), and that Q`(−1) is the
Q`-dual of Q`(1) = Q⊗ lim←−µ`n , where µ`n is the group of `n-th roots of unity in k.
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This is especially useful when X is geometrically irreducible, because IX
has only one element, hence e = 1, and we get the bound

|NX(q)− qd| 6 (B − 1)qd−
1
2 .

Remarks.
1) When X is given by equations of known degrees, one can give an

explicit bound for B, cf. [Ka 01a].
2) When X is proper and smooth, it follows from Theorem 4.5 (b) that,

for every i, the number νi belongs to Z and is independent of the choice of
`. The inequality |νi| 6 qi/2Bi, can then be improved to :

|νi| 6
Bi

2
[2qi/2],

where [ ] is the floor function “integral part” ; moreover, the extreme cases
νi = Bi

2
[2qi/2] and νi = −Bi

2
[2qi/2] can only occur when all the eigenvalues

of F on H i(X,Q`) have real part 1
2
[2qi/2] or have real part −1

2
[2qi/2]. This

follows from Theorem 4.10 below, applied to the characteristic polynomial of
F acting on H i

c(X,Q`).
Exercise. Let α be a q-Weil integer of weight i > 1. Show that there exists an abelian
variety X over k such that α is an eigenvalue of F acting on Hi(X,Q`).
[Hint. By Honda-Tate’s theorem, cf. [Ta 69], applied to an i-th root β of α, there exists an
abelian variety A over k such that β occurs as an eigenvalue of F acting on H1(A,Q`) ;
choose for X the product of i copies of A.]

4.6. Improved Deligne-Weil bounds
As mentioned above, the bounds given by Deligne’s theorem can be

slightly improved by using the known relations between q-Weil numbers and
totally real positive algebraic integers, cf. [Se 84, p.81]. Let us recall how this
is done :
4.6.1. Totally real positive algebraic integers

Let z be an element of a field of characteristic 0, for instance C or Q`.
Assume that z is algebraic over Q and denote by Tr(z) its trace in the
field extension Q(z)/Q ; we have Tr(z) =

∑
ι(z), where ι runs through the

embeddings Q(z)→ C.
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One says that z is totally real if ι(z) is real for every ι : Q(z) → C. If
moreover we have ι(z) > 0 for every ι, z is said to be totally real positive,
that we shall abbreviate by z is totally positive 28.
Theorem 4.8. (Siegel [Si 45]) Let z be a totally positive algebraic integer,
and let d(z) = [Q(z) : Q] be its degree. Then :

1) Tr(z)/d(z) > 1, with equality only if z = 1.
2) Tr(z)/d(z) > 3/2 if z 6= 1, with equality only if z = (3±

√
5)/2.

Proof. Part 1) is easy : we have
∑
ι(z) = Tr(z) and

∏
ι(z) is a strictly

positive integer, hence is > 1. The standard inequality between arithmetic
mean and geometric mean gives

1

d(z)

∑
ι(z) > (

∏
ι(z))1/d(z) > 1,

as desired. Moreover, one only has equality if all the ι(z) are equal to 1, i.e.
if z = 1.

The proof of part 2) given in [Si 45] is less straightforward, but C. Smyth
([Sm 84]) has given a simpler and more general proof which also gives a
complete (and finite !) list of the z’s such that Tr(z)/d(z) 6 1.7719 ; as a
consequence, if Tr(z)/d(z) > 3/2, then Tr(z)/d(z) > 5/3, with equality only
if z is a conjugate of the cubic number 2 + 2 cos(2π/7), i.e. is such that
z3− 5z2 + 6z− 1 = 0. The constant 1.7719 has been improved several times,
the 2008-record being 1.784109, cf. [AP 08]. Whether it can be brought up to
2− ε for every ε > 0 is an open question that is discussed in [AP 08] under
the name of the “Schur-Siegel-Smyth trace problem” ; however, the natural
bound for Smyth’s method seems to be the number 1.898302..., rather than
the number 2, as explained in [Se 98].
Corollary 4.9. Let A(x) = xd−a1xd−1 + · · · be a monic polynomial of degree
d > 0, with coefficients in Z. Assume that all the roots of A are real > 0.
Then :

1 ) a1 > d, with equality if and only if A(x) = (x− 1)d.
2) If a1 = d+1, then A(x) is equal to one of the following two polynomials :

(x− 1)d−1(x− 2), (x− 1)d−2(x2 − 3x+ 1).

28. Note that here we follow the English tradition, where “positive” means > 0. Note
also that “totally positive” has a different meaning in class field theory when one defines
restricted ideal class groups : an element z of a number field K is called “ totally positive
in K ” if ι(z) > 0 for every embedding ι of K in R. Note that this depends not only on z
but also on the field K containing z ; for instance, −1 is totally positive in Q(i).
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Proof. If the statement is true for two polynomials, it is also true for their
product. One may thus assume that A is irreducible ; if z is one of its roots,
then z is a totally positive algebraic integer of degree d and Tr(z) = a1 ;
assertion 1) follows directly from part 1) of Theorem 4.8. If a1 = d+ 1, part
2) of Theorem 4.8 shows that (d + 1)/d > 3/2, hence d = 1 or 2. If d = 1,
then z = 2 and A(x) = x− 2. If d = 2, then Tr(z)/d is equal to 3/2, we have
z = (3±

√
5)/2 and A(x) = x2 − 3x+ 1.

Remark. Using Smyth’s results ([Sm 84, p.6]), one can also make a list of the A’s
for which a1 = d+ 2, or a1 = d+ 3, ..., up to a1 = d+ 6. For instance a1 = d+ 2
is possible only when A is one of the following seven polynomials :

(x− 1)d−1(x− 3), (x− 1)d−2(x− 2)2, (x− 1)d−3(x− 2)(x2 − 3x+ 1),
(x− 1)d−4(x2 − 3x+ 1)2, (x− 1)d−2(x2 − 4x+ 1), (x− 1)d−2(x2 − 4x+ 2),

(x− 1)d−3(x3 − 5x2 + 6x− 1).

4.6.2. Relations between q-Weil integers and totally positive alge-
braic integers

Let α be a q-Weil integer of weight w, cf. §4.5 ; the element β = qw/α of
Q(α) has the property that ι(β) = ι(α) for every ι : Q(α) → C ; it is thus
natural to denote it by α. Let a = α+ α ∈ Q(α). It is clear that a is totally
real, and we may view a/2 as the “real part” of α. We have

(4.6.2.1) −2qw/2 6 ι(a) 6 2qw/2 for every ι.
Conversely, if a is a totally real algebraic integer such that (4.6.2.1) is

valid, then the two roots of the equation x2− ax+ qw = 0 are q-Weil integers
of weight w. Note that these two roots are equal if and only if a2 = 4qw, in
which case they are both equal to qw/2 or both equal to −qw/2.

Condition (4.6.2.1) can be stated in a different way. Let us write 2qw/2 as
2qw/2 = m+ ε, with m ∈ N and 0 6 ε < 1, i.e. m = [2qw/2] and ε = {2qw/2}
with standard notation. It follows from (4.6.2.1) that :

(4.6.2.2) The algebraic integers z = m + 1 − a and z′ = m + 1 + a are
totally positive.

Moreover, if we denote by inf(z) (resp. inf(z′)) the smallest of all the real
conjugates of z (resp. of z′), we have

(4.6.2.3) inf(z) > 1− ε, and inf(z′) > 1− ε.
Conversely, if z, z′ are totally positive algebraic integers with z + z′ =

2m + 2, verifying conditions (4.6.2.2) and (4.6.2.3), and if we define a by
a = m+ 1− z = z′ − 1−m, the two roots of the equation α2 − aα+ qw = 0
are q-Weil integers of weight w.
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This correspondence allows us to transform statements on totally positive
algebraic integers into statements on q-Weil integers. For instance :
Theorem 4.10. Let P (x) = xn − b1x

n−1 + · · · be a monic polynomial of
degree n > 0, with coefficients in Z. Assume that the roots of P are q-Weil
integers of weight w ; put m = [2qw/2], as above. Then :

a) |b1| 6 nm/2 ;
b) If b1 = nm/2, then every root α of P has a real part (in the sense

defined above) equal to m/2, i.e. we have α2 −mα + qw = 0.
c) If b1 = nm/2− 1, there are only two possibilities :
(c1) All the roots of P but two have real part m/2, the other two having

real part (m− 1)/2.
(c2) All the roots of P but four have real part m/2, the other four having

real part m − z and m − z′ where z, z′ = (1 ±
√

5)/2. This case is possible
only when {2qw/2} > (

√
5− 1)/2 = 0.61803...

(There are similar result when b1 = −nm/2 or b1 = −nm/2 + 1 ; they
follow from b) and c) applied to the polynomial (−1)nP (−x).)
Proof. Assume first that neither qw/2 nor −qw/2 is a root of P (x). In this
case, the roots of P come in pairs of conjugates ; hence the degree n is even,
and we may write P as P (x) =

∏n/2
j=1(x− αj)(x− αj).

Define a polynomial A(x) = xn/2 − a1xn/2−1 + · · · by the formula :

A(x) =

n/2∏
j=1

(x+ αj + αj −m− 1).

Its coefficients belong to Z, and by (4.6.2.2) its roots are real > 0. By
part 1) of Corollary 4.9, its first coefficient a1 is > d = n/2. We have

a1 =
∑n/2

j=1(m+1−αj−αj) = (m+1)n/2−
∑

(αj+αj) = (m+1)n/2−b1.
We thus get (m + 1)n/2 − b1 > d = n/2, hence b1 6 nm/2. This proves a).
The proof of b) is analogous.

In the general case, one writes P (x) as P (x) = (x−qw/2)r(x+qw/2)sP1(x),
with r, s ∈ N and P1(x) =

∏
(x − αj)(x − αj), as above. By applying to

P1(x) what we have just proved, one gets :

a1 − (r − s)qw/2 6 (n− r − s)m/2.

Since m 6 qw/2, this gives a1 6 nm/2, and one also sees that equality is
possible only when s = 0 and all the αj +αj are equal to m. Note that, if qw
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is not a square, we have r = s (since qw/2 and −qw/2 are Galois conjugates
over Q), hence r = 0 and all the real parts of the roots are equal to m/2 ;
this last fact remains true if qw is a square because then m = 2qw/2. This
completes the proof of b).

Assertion c) follows from part 2) of Corollary 4.9 by a similar argu-
ment ; note the restriction {2qw/2} > (

√
5 − 1)/2 in case c2), that comes

from (4.6.2.3).

4.7. Examples
Let us review, from the point of view of étale cohomology, the examples

given in Chap.1 and Chap.2. We keep the hypotheses of §4.3 and §4.4 ; in
particular, the ground field k is finite with q elements and we put Γk =
Gal(k/k).

In order to simplify the notation, we write H i instead of H i
c(X,Q`).

4.7.1. Examples of dimension 0
Assume dimX = 0, and that X is reduced. In that case, X is finite étale

over k, hence is determined by the Γk-set Ω = X(k). [If X = Spec k[x]/(f),
as in §2.1, Ω is the set of roots of f in k.] There is a natural action of the
Frobenius automorphism σ = σq on Ω ; we have

NX(q) = |Ωσ| = number of fixed points of σ acting on Ω.
The cohomology groups H i are 0 for i 6= 0. The group H0 is the vector space
C(Ω,Q`) of Q`-valued functions on Ω ; the action of the geometric Frobenius
on it is the map ϕ(ω) 7→ ϕ(σ(ω)), while the arithmetic Frobenius acts by
ϕ(ω) 7→ ϕ(σ−1(ω)), for every ϕ ∈ C(Ω,Q`). These two Frobenius automor-
phisms have the same eigenvalues, which are q-Weil numbers of weight 0, i.e.
roots of unity. Their trace is equal to |Ωσ| = number of fixed points of σ
acting on Ω, cf. Theorem 4.2.
4.7.2. Examples of dimension 1
4.7.2.1. The affine curve x2 + y2 = 0, cf. §1.3.

Here we assume that p 6= 2, so thatX is reduced. One finds that dimH i =
i if 0 6 i 6 2 and H i = 0 if i > 2. Moreover, the action of F on H i is the
following :

if i = 1 : the identity if q ≡ 1 (mod 4), and minus the identity if not ;
if i = 2 : qσ , where σ = 1 if q ≡ 1 (mod 4) and σ has eigenvalues 1 and

−1 if not.
The corresponding traces are 1 (or −1) and 2q (or 0). The Grothendieck-
Lefschetz formula (Theorem 4.2) gives NX(q) = 2q − 1 in the first case, and
NX(q) = 1 in the second case.
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4.7.2.2. Smooth projective curves.
Let X be a smooth projective curve that is geometrically irreducible of

genus g, and let J be its Jacobian variety. The H i are 0 for i > 2, and for
i = 0, 1, 2 they are as follows :

H0 = Q` ;
H1 = dual of the Tate `-adic space V`(J) of J , cf. §4.4 ; its dimension is

2g ;
H2 = Q`(−1), dual of Q`(1) = V`(Gm) = Q` ⊗ lim←−µ`n .
The actions of F on H0, H1, H2 are the obvious ones : multiplication by

q (resp. by 1) on H2 (resp. on H0), and action on H1 by the transpose of the
Frobenius endomorphism FJ of J . The Grothendieck-Lefschetz formula (due
to Weil in this case, cf. [We 48 a,b]) gives :

NX(q) = q + 1− a,

where a = Tr(FJ |V`(J)) is the trace of the endomorphism FJ of J . As Weil
himself showed, a is the sum of 2g q-Weil integers of weight 1 (that explains
the terminology). This shows that |a| 6 2gq

1
2 , hence :

|NX(q)− q − 1| 6 2gq
1
2 .

Using §4.6.2, we also get the improved bound :

|NX(q)− q − 1| 6 gm, with m = [2q
1
2 ],

the equality NX(q)− q− 1 = gm being only possible if every eigenvalue α of
F on H1 is such that α2 + mα + q = 0 ; when m is prime to q, this implies
that J is isogenous to a product of g copies of an elliptic curve with q+1+m
rational points.

The above bounds seem reasonably sharp when q is large with respect
to g, for instance for fixed g and q → ∞ ; this is at least what happens for
g = 1 and 2, and there are encouraging partial results for g = 3, cf. [La 02].
On the other hand, when g is large with respect to q, there are much better
bounds, due to Ihara, Drinfeld, Vlăduts and others ; see e.g. the references
and the numerical tables of [GV 09].

4.7.3. Examples of dimension 2
Suppose X is a projective smooth geometrically irreducible k-surface.

We then have H0 = Q` and H4 = Q`(−2), with standard notation (recall
that Q`(−2) is the second tensor power of Q`(−1), where Q`(−1) denotes
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the dual of the Tate space V`(Gm)). The action of F on these spaces is by
multiplication by 1 and by q2 respectively. Hence H0 and H4 contribute 1+q2

to NX(q). Moreover, if NS denotes the Néron-Severi group of X, there is a
natural embedding of NS ⊗Q`(−1) into H2, given by the “cycle map” , see
[SGA 41

2
, pp.129-153]. The action of F on that space is σ−1q ⊗ q, where σq

is the action of the arithmetic Frobenius on NS ; its trace is thus equal to
qTr(σ−1q ) which is the same as qTr(σq) since a permutation matrix has the
same trace as its inverse. In the cases considered in §2.3.2 and §2.3.3, the
surface X is geometrically rational, which implies NS ⊗Q`(−1) = H2, and
H1 = H3 = 0. We thus get

NX(q) = q2 + qTr(σq) + 1,

as stated in §2.3.3.

4.8. Variation with p

4.8.1. Notation
Let us go back to the setting of §3.1, where K is a number field, OK is

the ring of integers of K and VK is the set of non-archimedean places of K.
Let X be a separated scheme of finite type over OK , and denote by XK

the corresponding K-variety, i.e. the generic fiber of X → SpecOK . For every
v ∈ VK , we have an injection Specκ(v) → SpecOK ; hence, by pull-back, a
κ(v)-scheme Xv, which is sometimes called the “reduction mod pv” of X :

Xv → X ← XK

↓ ↓ ↓
Specκ(v) → SpecOK ← SpecK.

When K = Q, VK is the set of prime numbers, and Xv is the Fp-scheme
denoted by Xp in §1.2.

We want to compare the étale `-adic cohomology groups of XK and Xv

(with ` 6= pv). In order to have a short enough notation, let us call “A ” any
one of the `-adic groups Z/`nZ, Z` andQ`, so thatH i(XK , A) andH i

c(XK , A)
make sense, and let us use a similar notation for Xv.

4.8.2. Comparison theorems for cohomology with proper support
The first comparison theorem is :
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Theorem 4.11. For every `, there exists a finite subset S` of VK, containing
the places v with pv = `, such that, for every i and for every v /∈ S`, the
group H i

c(Xv, A) is isomorphic to H i
c(XK , A).

This fits with the intuitive idea that most fibers of a reasonable map
(such as X → SpecOK) should have similar topological properties, hence
isomorphic cohomology. However the conclusion “is isomorphic to” is not
precise enough to be useful ; indeed, when A = Q`, it merely says that the
Q`-vector spaces H i

c(Xv,Q`) and H i
c(XK ,Q`) have the same dimension. We

need more, namely a canonical isomorphism, compatible with the local Galois
action. To do so, we have to be more precise about the choice of an algebraic
closure of κ(v), since the very definition of Xv depends on that choice.

This is done as follows : For every v ∈ VK , let us choose an extension v of
v to K. The residue field κ(v) of v is an algebraic closure of κ(v) ; this is the
algebraic closure we choose for defining Xv. One can then define a canonical
map (called the specialization map) :

riv : H i
c(Xv, A) → H i

c(XK , A),

and the refined form of Theorem 4.11 is :
Theorem 4.12. For every `, there exists a finite subset S` of VK, containing
the places v with pv = `, such that, for every i and for every v /∈ S`, the map
riv is an isomorphism.

As in §3.2, let Dv be the decomposition subgroup of v, i.e. the subgroup
of ΓK = Gal(K/K) made up of the elements γ ∈ ΓK such that γ(v) = v ;
this group acts on κ(v), and we have an exact sequence

1 → Iv → Dv → Γκ(v) → 1,

where Iv is the inertia subgroup of v, and Γκ(v) = Gal(κ(v)/κ(v)) ; let σv be
the canonical generator (i.e. the Frobenius element) of Γκ(v).

The group Dv acts on H i
c(Xv, A) via its quotient Γκ(v) ; since it is a sub-

group of ΓK , it also acts on H i
c(XK , A). The specialization map riv , being

canonical, commutes with these actions.
Theorem 4.13. Let S` be as in Theorem 4.12, and assume v /∈ S`. Then :

i) The action of ΓK on H i
c(XK , A) is unramified at v (i.e. Iv acts trivially).

ii) If we identify H i
c(XK , A) with H i

c(Xv, A) via riv, the action of σv on
H i
c(XK , A) coincides with the action of the arithmetic Frobenius (cf. §4.4) on

H i
c(Xv, A).
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iii) |X(κ(v))| =
∑

i(−1)iTr(σ−1v |H i
c(XK ,Q`)).

Assertions i) and ii) follow from the fact that riv commutes with the action
of Dv. Assertion ii) follows from ii), combined with Theorems 4.2 and 4.3.
Remark. Theorems 4.11, 4.12 and 4.13 i), ii) are also valid for cohomology
with arbitrary support ; we shall not need them.

4.8.3. References
The results stated in §4.8.2 are merely a watered-down version of those

the reader will find in [SGA 4], [SGA 41
2
] and [SGA 5]. The basic steps of

their proofs are :
a) Construction of the direct image sheaf Rif!A, where f denotes the

projection map X → SpecOK ; proof that this construction commutes with
base change ([SGA 41

2
, p.49, th.5.4]).

b) Proof that Rif!A is “constructible” ([SGA 41
2
, p.50, th.6.2]), hence is

lisse on a dense open set of SpecOK (namely the complement of the set S`
above).
4.8.4. The exceptional set S`

In some applications, one needs more information on the set S` occurring
in theorem 4.12, and especially on the way it varies with `. By definition, S`
contains the set VK(`) of v’s with pv = `. A theorem of Katz and Laumon
([KL 86, th.3.1.2]) implies that one can take S` = Σ∪VK(`), where Σ is finite
and independent of `. In the special case where the K-variety XK is proper
and smooth, one can choose for Σ the set of v’s over which X → SpecOK is
not proper and smooth, cf. [SGA 41

2
, p.62, th.3.1] and [Mi 80, p.230, Cor.3.2].
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Chapter 5. Auxiliary results on group representations

This chapter contains several results on the linear representations of a
group G ; we shall apply them in Chapter 6 to G = Gal(Q/Q).

5.1. Characters with few values
5.1.1. Grothendieck groups and characters

Let us first recall some definitions and notation (cf. [A VIII, §§11,20,21]).
5.1.1.1. G-modules. In what follows, G is a group, and K is a field of

characteristic 0 (except in 5.1.1.4 below).
Let K[G] be the group algebra of G over K ; its elements are the formal

sums
∑

g∈G λgg, where the coefficients λg belong toK and are almost all equal
to 0. We shall be interested in the category CG,K of theK[G]-modules of finite
dimension over K. An object V of that category is a finite-dimensional K-
vector space endowed with a homomorphism G → Aut(V ) ; by choosing a
basis {e1, ..., en} of V , one may view it as a homomorphism ρ : G→ GLn(K),
i.e. as a K-linear representation of G. The morphisms are the linear maps
that commute with the action of G.

Every V has a composition series

0 = V0 ⊂ V1 ⊂ · · · ⊂ Vm = V,

where the successive quotients Si = Vi/Vi−1 are simple, i.e. give irreducible
representations of G. The direct sum of the Si is independent (up to isomor-
phism) of the chosen composition series ; it is a semisimple module, which is
called a semisimplification 29 of V , and is denoted by V ss.

5.1.1.2. The representation ring. Let RK(G) be the Grothendieck group
associated with the category CG,K ; if V is an object of CG,K , its image in
RK(G) is denoted by [V ]. The set of all [V ] is an additive submonoid of
RK(G), that we shall denote by RK(G)+. Every element of RK(G) can be
written as a difference [V1]− [V2]. If

0→ V ′ → V → V ′′ → 0

is an exact sequence in CG,K , then [V ] = [V ′]+[V ′′]. As a consequence, we have
[V ] = [V ss] for every V , and [V ] = [V ′] ⇐⇒ V ss ' V ′ss. If Sα is a system

29. One sometimes calls it the semisimplification of V , by the same abuse of language
as in “the” algebraic closure of a field, or “the” universal covering of a topological space.
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of representatives of the simple objects of CG,K , the elements [Sα] make up a
Z-basis of RK(G). There is a structure of commutative ring on RK(G) ; its
multiplication law is characterized by the rule [V ].[V ′] = [V ⊗ V ′]. Its unit
element corresponds to the module V = K, with trivial action of G ; there is
a natural homomorphism deg : RK(G)→ Z, characterized by [V ] 7→ dimK V .
This ring is called the representation ring of G over K. It has more structure
than being merely a commutative ring :

a) It has an involution x 7→ x∗, characterized by the equation [V ]∗ = [V ∗],
where V ∗ is the K-dual of V , with its natural action of G.

b) It has λ-operations x 7→ λkx, and also Ψk operations (k > 0), cf. [SGA
6, exposé 5], and [Se 78, §9.1, exerc. 3].

One can combine a) and b) to define Ψ−k, for k > 0, by the formula
Ψ−k(x) = Ψk(x∗) = Ψk(x)∗ ; in particular Ψ−1(x) = x∗.
These operations enjoy various properties, for instance :

b1) λ
k[V ] = [∧kV ] for k > 0 ;

b2) The Ψk are ring-endomorphisms, and Ψk ◦Ψk′ = Ψk+k′ .
b3) Ψ0x = deg(x).1 and λ0x = 1.
b4) Ψ1x = λ1x = x.
b5) Ψ2x+ 2λ2x = x2.

5.1.1.3. Characters. If V is as above, the function TrV : G → K defined
by TrV (g) = Tr(g|V ) is the character of V . It is a class function on G : it
takes the same value on conjugate elements. If we denote the vector space of
all such functions by Cl(G,K), the map [V ] 7→ TrV extends by K-linearity
to a map

θ : K ⊗Z RK(G)→ Cl(G,K).

It is well known that θ is injective, cf. e.g. [A VIII, §20, part a) of cor. to
prop.6]. In particular, if V and V ′ are such that TrV = TrV ′ , then V ss is iso-
morphic to V ′ss : semisimple representations are detected by their character.

An element of Cl(G,K) that belongs to θ(RK(G)) is called a virtual cha-
racter (or sometimes a generalized character) of G over K.

If x ∈ RK(G) has character f : G→ K, and if k is an integer, there is a
simple formula for the character Ψkf of Ψkx, namely :

Ψkf(g) = f(gk).

5.1.1.4. Characteristic p. If K were of characteristic p > 0, the character
defined above would not be sufficient to detect equality in RK(G), since a
direct sum of p copies of the same V has a character that is 0. However,
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there is a simple way out, due to Brauer. Assume for simplicity that K is
algebraically closed, and choose a ring A with a surjective morphism s : A→
K together with a homomorphism r : K× → A× such that s ◦ r is the
identity on K× (“multiplicative representatives”) ; assume further that the
sequence 0→ A

p→ A
s→ K → 0 is exact and that

⋂
n>1 pnA = 0.

[Example of such an A : the ring of infinite Witt vectors with coefficients in K, cf. [Se
62, Chap.II, §6]. The map s : A → K is (x0, x1, ...) 7→ x0 and the map r : K× → A× is
x 7→ (x, 0, 0, ...).]

Let now V be as above, and let g be an element of G ; let α1, ..., αn be the
eigenvalues of g acting on V , where n = dimV . Define the Brauer character
TrBr

V (g) of g by the formula :

TrBr
V (g) =

∑i=n
i=1 r(αi).

The function TrBr
V : G → A is a class function on G ; by composition with

the projection s : A→ K it gives the standard trace TrV .
Let us denote by Cl(G,A) the A-module of all class functions on G with

values in A. It is not difficult to prove that the map A⊗ZRK(G)→ Cl(G,A)
defined by a ⊗ [V ] 7→ aTrBr

V is injective (use [A VIII, §20, part b) of cor.
to prop.6]). In particular, the map

TrBr : RK(G)→ Cl(G,A)
is injective ; in other words, two semisimple representations of G that have
the same Brauer character are isomorphic.
Exercise. (Brauer-Nesbitt) Let V and V ′ be such that the characters of ∧kV and ∧kV ′

are equal for every k ∈ N. Show that V ss ' V ′ss. [This is true in any characteristic.]

5.1.2. Characters of quotient groups : statements
Theorem 5.1. Let x be an element of RK(G) and let f = θ(x) ∈ Cl(G,K)
be its character. Assume that f takes only finitely many values. Then there
exists a normal subgroup N of G, with (G : N) < ∞, such that x belongs
to the image of the natural map RK(G/N) → RK(G). In particular, f is
constant on every N-coset of G.

The proof of a somewhat stronger result will be given in §5.1.3 and §5.1.4.
Remark. If x = [V ] is effective, i.e. belongs to RK(G)+, the same is true for
the element of RK(G/N) it comes from : this will follow from the proof. In
case V is semisimple, this is equivalent to saying that the normal subgroup
N acts trivially on V .
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A similar result was already proved by Weil in 1934 (cf. [We 34]) ; as he
explains in his Commentaires, he had in mind a possible application to what
was later called “Tannaka theory” for linear representations of the fundamen-
tal group, and for vector bundles. 30

Theorem 5.2. Let f be as in Theorem 5.1. If the values of f are contained
in {−1, 0, 1}, there are only three possibilities :

a) f = 0 ;
b) f is a homomorphism of G into {±1} ;
c) −f is a homomorphism of G into {±1}.

Proof. Thanks to Theorem 5.1, we may assume that G is finite. By enlarging
K, we may also assume that K is algebraically closed. One then writes f
as an integral linear combination Σniχi of distinct irreducible characters χi.
The orthogonality formulae of characters show that the mean value of f 2 on
G is Σn2

i ; since f 2 takes values in {0, 1}, its mean value belongs to [0, 1] ;
since it is an integer, this shows that either f = 0 or f 2 = 1. If the second
case occurs, the sum of the n2

i is 1, which means that f or −f is equal to
one of the χi, i.e. either f or −f is an irreducible character. Since the value
of that character at 1 is 1, either f or −f is a homomorphism of G into K×,
with values in {±1}.
Corollary 5.3. Let f be as in Theorem 5.1, and assume that every value of
f is 0 or 1. Then either f = 0 or f = 1.

This follows from Theorem 5.2, since case c) is excluded, and case b) is
possible only when f = 1.

This corollary can be restated as :
Corollary 5.4. The only idempotents of the representation ring RK(G) are
0 and 1. (Equivalently : SpecRK(G) is connected.)

Indeed, an idempotent of RK(G) corresponds, via θ, to an f with f 2 = f ,
i.e. to an f with values in {0, 1}.

Remark. One may ask whether Theorem 5.2 can be extended to the case
where f takes values in a slightly different set, such as {0, 3}. This can indeed
be done, but the result is less simple, cf. §5.1.5 below.
Exercises.
1) Let g be a Lie algebra over K and let RK [g] be its representation ring. Show that
SpecRK [g] is connected.

30. His paper may well be the first one that introduces the representation ring of an
infinite discrete group.
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[Hint. Reduce the question to the case where g is finite dimensional and K = C. Use the
fact (cf. [LIE III, §6, th.3]) that there exists a simply connected complex Lie group G such
that Lie G ' g and observe that RK [g] embeds in RK [G].]
2) Assume K has characteristic p > 0. Show that Corollary 5.4 remains valid, i.e. that
SpecRK(G) is connected.

[Hint. Reduce to the case where K is algebraically closed, so that an idempotent element
x of RK(G) has a Brauer character f (see end of §5.1.1) with values in {0, 1}. Show that
f is constant, i.e. that f(g) = f(1) for every g ∈ G. To do so, one may assume that G is
generated by g, hence is cyclic, in which case x can be lifted to characteristic 0 and one
applies Corollary 5.3 to that lift.]

5.1.3. First part of the proof of Theorem 5.1
Theorem 5.5. Let x be an element of K ⊗Z RK(G) and let f ∈ Cl(G,K)
be its character. Assume that f takes only finitely many values. Then there
exists a normal subgroup N of G, with (G : N) <∞, such that f is constant
on every N-coset of G.

Note that the condition on x is less restrictive than in Theorem 5.1, where
we asked that x belongs to RK(G). On the other hand, we are not claiming
yet that x comes from K ⊗Z RK(G/N) ; this will only be proved in the next
section.
Proof. We may assume that K is algebraically closed. Let us write f as f =
Σ aiχi, with ai ∈ K, the χi being the characters of some linear representations
ρi : G → GLni(K). Let ρ = (ρi) : G →

∏
GLni(K) be the homomorphism

defined by the ρi’s. We may assume that ρ has trivial kernel, so that G can be
identified with a subgroup of

∏
GLni(K). The function f is the restriction

to G of the function
F :

∏
GLni(K)→ K defined by F (gi) =

∑
aiTr(gi).

Let G be the Zariski closure of G in
∏

GLni . It is an algebraic subgroup of∏
GLni . Let G

0 be the identity component 31 of G and let S be the set of
values of f . Since the polynomial function F maps G into the finite set S, it
also maps G into S and hence it is constant on every connected component
of G, i.e. it is constant on every G0-coset of G. We may thus choose for N
the intersection G ∩ G0 ; it is a subgroup of G whose index is equal to the
number of connected components of G.

5.1.4. Characters of quotient groups

31. i.e. the connected component of the identity.
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Let N be a normal subgroup of G (not necessarily of finite index). There
is a natural embedding of the category CG/N,K into the category CG,K : every
G/N -module can be viewed as aG-module on whichN acts trivially. This em-
bedding gives rise to an injective ring homomorphism RK(G/N)→ RK(G).
We shall use it to identify RK(G/N) with a subring of RK(G) ; same conven-
tion for K ⊗RK(G/N)→ K ⊗RK(G).

There is a natural additive projection s : RK(G) → RK(G/N). It is
defined as follows :

Let V be a semisimple object of CG,K ; since N is contained in G, one may
view V as an N -module, and since N is normal, the N -module so obtained is
semisimple (see e.g. [Se 94, Lemme 5]). Let V N be the subspace of V fixed by
N ; the group G/N acts on V N , and we thus get a semisimple G/N -module.
The map s alluded to above is characterized by the formula

s([V ]) = [V N ],

valid for every semisimple V . By linearity, we also have a map (still denoted
by s) : K ⊗ RK(G) → K ⊗ RK(G/N) ; it is clear that s(x) = x for every
x ∈ RK(G/N).

If x is an element of K ⊗ RK(G), and f ∈ Cl(G,K) is its character, we
shall denote by xN and fN the corresponding elements of K⊗RK(G/N) and
Cl(G/N,K).
Remark. When N is finite, there is an explicit formula for fN , namely

fN(γ) =
1

|N |
∑
g 7→γ

f(g),

i.e. fN is the mean value of the N -translates 32 of f .
[Hint. Use the fact that, for every V , the element 1

|N |
∑

n∈N n of K[N ] defines
a G-invariant projection of V onto V N .]
Theorem 5.6. Let x be an element of K⊗RK(G) and let f ∈ Cl(G,K) be its
character. Assume that f is constant on every N-coset of G. Then fN = f ,
i.e. x belongs to the subring K ⊗RK(G/N) of K ⊗RK(G).

32. Similarly, if K = C, if G is a topological group, N a compact subgroup of G, and
RK(G) is replaced by its topological analogue (relative to continuous representations),
then fN is given by the same formula as above, except that the mean value is replaced by
an integral over an N -coset.
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Corollary 5.7. Assume x and f have the properties of Theorem 5.6. If x
belongs to RK(G) (resp. to RK(G)+), then x belongs to RK(G/N) (resp. to
RK(G/N)+).

This follows from the easily checked equalities :

RK(G) ∩ K ⊗RK(G/N) = RK(G/N)

and

RK(G)+ ∩ RK(G/N) = RK(G/N)+.

Proof of Theorem 5.6.
Let us write x as a finite sum x =

∑
i∈I λi[Vi] with λi ∈ K×, the Vi being

simple, and pairwise non-isomorphic . By assumption, we have∑
i∈I

λiTrVi((n− 1)g) = 0

for every g ∈ G and every n ∈ N ; by linearity, this shows that∑
i∈I

λiTrVi((n− 1)α) = 0

for every n ∈ N and every α ∈ K[G]. Let i be an element of I. By the
Jacobson density theorem ([A VIII, §5.5]), there exists α ∈ K[G] whose
image in End(Vi) is 1, and whose image in End(Vi′) is 0 if i′ 6= i. If we apply
the formula above to such an α, we get λiTrVi(n−1) = 0, i.e. TrVi(n−1) = 0.
This shows that the character of the N -module Vi is constant ; since Vi is N -
semisimple, this implies that N acts trivially on Vi, hence [Vi] = [V N

i ] for
every i ∈ I, and we have x = xN , as claimed.

End of the proof of Theorem 5.1.
By Theorem 5.5, there exists a normal subgroup N of G, of finite index,

such that the character f of x is invariant by N -translations. By Theorem 5.6
and Corollary 5.7, this implies that x = xN , i.e. that x belongs to RK [G/N ].
Exercise (generalization of Theorem 5.6).

Let A be a K-algebra and denote by RK(A) the Grothendieck group of the A-modules
that are finite dimensional over K. The character of such a module is a linear form on A ;
this gives a homomorphism θ : K ⊗Z RK(A) → A′, where A′ is the dual of the vector
space A.

i) Show that θ is injective.

58



ii) Let n be a two-sided ideal of A and let B = A/n. There is a natural injection of
K⊗RK(B) into K⊗RK(A). Show that an element of K⊗RK(A) belongs to K⊗RK(B)
if and only if its character vanishes on n.
[The special case where A = K[G] and B = K[G/N ] is Theorem 5.6. The proof in the
general case is the same.]

5.1.5. Complement to Theorem 5.2 : virtual characters with set of
values {0, p}.

We have seen (cf. Theorem 5.2) that there are very few virtual characters
of a finite group G whose set of values is {−1, 1}, namely the surjective
homomorphisms f : G→ {±1} and their negatives. By replacing f by f + 1,
this also gives a list of the virtual characters with set of values {0, 2} ; if one
normalizes them by asking that f(1) = 0, they correspond to the subgroups
N of index 2 of G, via the rule :

f(x) = 0 if x ∈ N and f(x) = 2 if x /∈ N.
It is natural to ask what happens when {0, 2} is replaced by {0, p}, where p
is an arbitrary prime. The answer is analogous, but less simple :
Theorem 5.8. Let p be a prime number, and let S be a p-Sylow subgroup of
the finite group G.

a) Let H be a subgroup of S of index p that satisfies the following stability
property :

(ST) If x ∈ S is G-conjugate to an element of H, then x belongs to H.
Define a map fH : G→ {0, p} by putting fH(x) = 0 if the p-component 33 xp
of x is G-conjugate to an element of H, and fH(x) = p if not. Then fH is a
virtual character of G over Q, with set of values {0, p}.

b) Conversely, every virtual character f of G over a field K of charac-
teristic 0, with set of values {0, p}, and with f(1) = 0, is equal to an fH as
above, for a unique H.
Example. Suppose that the p-Sylow subgroup S is cyclic and non-trivial. In
that case, S has only one subgroup H of index p, and hence there exists
only one virtual character f : G → {0, p} with the required properties. If
m = |G|/p, one may compute f by the following rule : f(x) = 0 if xm = 1,
and f(x) = p otherwise.
Remark. When p = 2, every H ⊂ S of index 2 with property (ST) is of the
form S∩N where N is a subgroup of index 2 of G ; indeed the homomorphism

33. Recall that every x ∈ G can be written uniquely as x = x′xp = xpx
′, where xp has

order a power of p and x′ has order prime to p ; the element xp is called the p-component
of x.
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S → Z/2Z with kernel H is a “stable” element of the cohomology group
H1(H,Z/2Z), hence is the restriction of an element of H1(G,Z/2Z), cf. [CE
56, Chap.XII, Theorem 10.1]. Thus, for p = 2, Theorem 5.8 is merely a
reformulation of Theorem 5.2 and, in the proof below, we may assume p > 2.
Proof of part a) of Theorem 5.8.

We use induction on |G|. There are four steps :
i) Proof when S is cyclic of order p, is normal in G, and is its own centralizer
in G.

In that case G is a semi-direct product S.E, where e = |E| divides p− 1,
and the action of E on S is faithful (so that G is a Frobenius group of order
ep). The only possible H is H = 1, and the corresponding function fH is
equal to p on S {1} and to 0 elsewhere. We have fH = p(1− IndGE 1) + p−1

e
r,

where r is the character of the regular representation of G, and IndGE 1 is the
character of the permutation representation of G on G/E. This shows that
fH is a virtual character of G over Q.
ii) Proof when S is normal in G.

In that case, condition (ST) shows that H is normal in G. The group
C = S/H is a p-Sylow subgroup of G/H, and is cyclic of order p. We may
write G/H as a semi-direct product G/H = C.T and T acts on C by a
homomorphism ε : T → Aut(C) = F×p . Let E ⊂ F×p be the image of ε.
We have a natural homomorphism π : G → G/H = C.T → C.E, and the
function fH on G is the inverse image by π of the corresponding function on
C.E ; we then apply part i) above to C.E.
iii) Proof when G has a non-trivial normal subgroup N of order prime to p.

In that case, fH is the inverse image by G → G/N of an analogous
function on G/N and we apply the induction hypothesis to G/N .
iv) Proof in the general case.

By construction, fH is a class function on G with values in Q. To prove
that it is a virtual character overQ, it is enough to show that its restriction to
every “ΓQ-elementary” subgroup has that property (Brauer-Witt’s theorem,
see e.g. [Se 78, §12.6, prop.36]). Let G′ be such a subgroup. We may conjugate
G′ in such a way that S ′ = S ∩ G′ is a p-Sylow subgroup of G′. Let H ′ be
H ∩ S ′ = H ∩ G′. The index of H ′ in S ′ is either 1 or p. In the first case,
fH is 0 on S ′, hence on G′, and there is nothing to prove. If (S ′ : H ′) = p,
then the triple (G′, S ′, H ′) has property (ST ) and the corresponding map
f ′H : G′ → {0, p} is the restriction to G′ of fH . We are thus reduced to the
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case where G itself is ΓQ-elementary. This means that there exists a prime
number ` and a normal cyclic subgroup C of G, of order prime to `, such
that G/C is an `-group (such a group is often called “`-hyperelementary”).
If ` = p, this case follows from iii), applied with N = C if C 6= 1 (if C = 1,
then G is a p-group and we apply ii)). If ` 6= p, then S is the unique p-Sylow
subgroup of the cyclic group C, and we apply ii).

Proof of part b) of Theorem 5.8 when G is a p-group.
We then have G = S. Let f : G→ {0, p} be a virtual character of G over

a field K of characteristic 0, with f(1) = 0. We want to prove that either
f = 0 or f is of the form fH for some H ⊂ G of index p (note that property
(ST) is automatically satisfied here : every subgroup of index p of a p-group
is normal). We use induction on |G|. There are eight steps ; the first one does
not require that G is a p-group :
1) If x, y ∈ G generate the same cyclic subgroup, then f(x) = f(y).

This follows from the fact that the values of the virtual character f belong
to Q.

[Recall the proof : we may write y as xm, where m is prime to the order
N of G. Let KN be the field of the N -th roots of unity, and let σm be
the automorphism of KN that maps every N -th root of unity z to its m-th
power zm. One has f(xm) = σm(f(x)), cf. e.g. [Se 78, §13.1, Th.29] ; since
f(x) belongs to Q, one has σm(f(x)) = f(x), hence f(xm) = f(x).]

2) If f 6= 0, the number of x ∈ G with f(x) = p is equal to (1− 1
p
)|G|.

Write |G| as pn and let A be the set of x ∈ G with f(x) = p. We have∑
x∈G f(x) = p|A|. Since f is a character, this sum is divisible by pn, hence

|A| is divisible by pn−1.
Let ∆ be the unique subgroup of (Z/pnZ)× of order p − 1. This group

acts on the set G by exponentiation : x 7→ xδ. This action is free on G {1}.
By 1), A is stable. Hence |A| is divisible by p− 1.

We thus see that |A| is divisible by pn−1(p− 1), and, since 0 < |A| 6 pn,
this implies |A| = pn−1(p− 1) = (1− 1

p
)|G|.

3) If f 6= 0, and G is cyclic, then f(x) = 0 ⇐⇒ x is a p-th power.
If G has order pn, the set C of generators of G has order pn−1(p− 1) and

by 1), f is constant on C. If f were 0 on C, there would be at most pn−1
elements x with f(x) = p, which would contradict 2). Hence f takes the
value p on C, and on no other element, because of 2).
4) If x ∈ G is a p-th power, then f(x) = 0.
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This follows from 3), applied to the subgroup of G generated by an ele-
ment y such that x = yp.
5) Suppose G is the direct product of two cyclic groups of the same order pn,
and f 6= 0. Then there exists a subgroup H of G of index p such that f = fH .

Let A be the set of x ∈ G with f(x) = p, and let B = G Gp be the set
of elements of G that are not p-th powers. By 4), we have A ⊂ B, and the
inclusion is strict because of 2). Choose x ∈ B A, and let H be a subgroup
of G of index p containing x. Suppose that the restriction f |H of f to H is
not 0. We then have |A∩H| = p2n−2(p−1) by vi). ButH contains Gp that has
order p2n−2 and on which f vanishes by 4). This shows that A∩H = H Gp,
contrary to the fact that x /∈ A. Hence f is 0 on H, and, by 2), it is equal to
p on G H.
6) Let x, y ∈ G with xy = yx and f(x) = f(y) = 0. Then f(xy) = 0.

We may assume that G is generated by x and y, hence is a quotient of a
group of type 5). The conclusion follows from 5).
7) Let C be a central subgroup of G of order p such that f |C = 0. Then f is
of the required form fH .

Indeed, by 6), f is constant mod C, and one applies the induction as-
sumption to G/C.
8) End of the proof of b) when G is a p-group.

The cases where |G| = 1 or p are trivial. The case |G| = p2 is a conse-
quence of 5), since G is commutative and can be generated by two elements.
We may thus assume that |G| > p2. By 7), it is enough to prove that there
exists a central subgroup C of G, of order p, such that f |C = 0. Choose first
any central subgroup C0 of G of order p. If f |C0 = 0, we take C = C0. If not,
choose H ⊂ G of index p with C0 ⊂ H : this is possible because |G| > p.
We have f |H 6= 0, and the induction assumption, applied to H, shows that
the elements x ∈ H with f(x) = 0 make up a subgroup H ′ of H of index p.
Since C0 is not contained in H ′, we have H = C0×H ′, and H ′ is non-trivial
because |G| > p2. Moreover, H ′ is normal in G because f is a class function.
Hence the intersection of H ′ with the center Z(G) of G is non-trivial. If C is
a subgroup of order p of H ′ ∩ Z(G), C is central in G and f |C = 0.

Proof of part b) of Theorem 5.8 in the general case.
Let f : G→ {0, p} be a virtual character, with f(1) = 0. We show first :

9) Let x ∈ G and let xp be its p-component. We have f(x) = f(xp).
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One may write xp as xm, for some integer m prime to p. Hence it is
enough to prove that f(x`) = f(x) for every prime ` 6= p. This follows from
the congruence f(x`) ≡ f(x) (mod `), that is valid for every virtual character
with values in Z. [More generally, if f is any virtual character with values
in the ring of integers A of a number field, and if p is any prime ideal of A
dividing `, one has f(x`) ≡ f(x)` mod p.]

With the notation of 9), we have f(x) = f(y) for every y ∈ S that is
G-conjugate to xp. This shows that f is determined by its restriction f |S to
S ; since we already know (see above) the structure of f |S, this concludes the
proof.
Exercises.
1) Let G = A5 be the alternating group on 5 elements. The group G can act transitively
on 5 or 6 elements ; let 1 + χ4 and 1 + χ5 be the corresponding permutation characters,
where χ4 and χ5 are irreducible. Check that the set of values of 1 + χ4 − χ5 is {0, 3}.
2) Let G = PSL2(Fq), and let ϕ be the Steinberg character of G ; its degree is q.

Suppose that q ≡ 1 (mod 3), and let ε be a character of order 3 of F×q . Let ψ be the
irreducible character of the principal series of G associated with ε ; its degree is q+1. Show
that the set of values of 1 + ϕ− ψ is {0, 3}.

Suppose that q ≡ −1 (mod 3). Let ε′ be a character of order 3 of F×q2 and let ψ′ be
the irreducible character of the complementary series of G associated with ε′ ; the degree
of ψ′ is q − 1. Show that the set of values of 1 + ψ′ − ϕ is {0, 3}.

When q = 4 or 5, one has G ' A5 and one recovers (in two different ways) the example
of Exerc.1.

3) Show that the symmetric group Sn has a virtual character with set of values {0, p} if
and only if its p-Sylow subgroups have order p, i.e., if p 6 n < 2p.

5.2. Density estimates

5.2.1. Definitions
Let G be a compact topological group (resp. an algebraic group) and let

Z be a closed subset (resp. a closed subscheme) of G. We shall define the
Haar density (resp. the Zariski density) of Z in G as follows :

5.2.1.1. Suppose first that G is a compact group. We put on G its Haar
measure µ of total mass 1 (“normalized Haar measure”), and we define the
Haar density of Z, denoted by denshaarG (Z), as the measure µ(Z) of Z ; this
makes sense since every closed subset is measurable.

When G is profinite, there is a simple formula for denshaarG (Z), namely :
denshaarG (Z) = infU |ZU |/(G : U),

where U runs through the normal open subgroups of G and ZU denotes the
image of Z in the finite group G/U . This follows for instance from [INT,
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Chap.IV, §1, Th.1], applied to the characteristic function of the open set
G Z ; one may also take this formula as the definition of µ(Z) ; this is es-
sentially what is done in [FJ 08, Chap.18].

5.2.1.2. Suppose that G is an algebraic group over a field F , and that Z is
a closed subscheme of G. Let nG be the number of geometric connected com-
ponents 34 of G and let nG(Z) be the number of these components that are
contained in Z. We define the Zariski density of Z, denoted by denszarG (Z), as
the quotient nG(Z)/nG. For instance, every Z of dimension < dimG has den-
sity 0 ; if G is connected, denszarG (Z) = 0 for every Z 6= G, and denszarG (Z) = 1
for Z = G.

Remark. These density notions are compatible with passage to quotient in
the following sense : suppose first that we are in the topological setting of
§5.2.1.1, and that N is a normal closed subgroup of G such that N.Z = Z,
so that Z is the inverse image by G → G/N of a closed subset ZG/N of
G/N . Then denshaarG (Z) = denshaarG/N(ZG/N) ; this follows from the fact that
the Haar measure of G/N is the image 35 of the Haar measure of G by the
map G→ G/N . There is a similar result for the Zariski density.

5.2.2. Densities in compact Lie groups
LetK be a locally compact non-discrete field of characteristic 0, i.e. either

R, C or a finite extension of an `-adic field Q` , cf. [AC V-VI, Chap.VI, §9,
Th.1].

Let G be a compact analytic Lie group over K of finite dimension ; recall,
cf. [LIE III, §1], that this means that the group G is endowed with a structure
of analytic K-manifold that is compatible with its group structure. As in
§5.2.1.1, we denote by µ the normalized Haar measure of G ; it is well known
([LIE III, §9.16]) that µ is the measure associated with a left and right non-
zero invariant differential form of degree equal to dimKG.

Proposition 5.9. Let Z be a closed K-analytic subset 36 of G.

34. We mean by this the connected components of GF , where F is an algebraic closure
of F .
35. Recall that, if f : X → Y is a continuous map of compact spaces, and if µ is

a measure on X, the image f∗(µ) of µ by f is the unique measure ν on Y such that
ν(ϕ) = µ(ϕ ◦ f) for every continuous function ϕ on Y .
36. A closed subset of an analytic manifold is called analytic if it is defined locally by

the vanishing of a finite number of analytic functions.
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1) The set Z is a disjoint union Z = Z0∪Z1, where Z1 is open and closed,
and Z0 is analytic, closed and of empty interior. Such a decomposition is
unique.

2) One has µ(Z0) = 0.
Proof. Let Z1 be the interior of Z ; since Z is analytic, Z1 is closed (this is the
precise form of the classical “principle of analytic continuation”) ; hence Z1

is both open and closed. One then defines Z0 as the complement of Z1 in Z,
i.e. as the boundary of Z. The decomposition of Z so obtained is obviously
unique. This proves 1).

Assertion 2) is well-known. It amounts to saying that, if f is a non-zero
power series converging in an open polydisk U of Kn, then the set Zf of
zeros of f in U has measure 0 in a neighbourhood of 0 ; this is proved by
choosing the local coordinates in such a way that each fiber of the projection
Zf → Kn−1 is finite, hence has measure 0 in K ; by Fubini’s theorem, this
implies that Zf has measure 0.
Corollary 5.10. One has µ(Z) = 0 if and only if the interior Z1 of Z is
empty.
This follows from the fact that the Haar measure of a non-empty open set
is > 0.

Corollary 5.11. There exists an open normal subgroup N of G such that Z1

is stable under left and right multiplication by N ; for such N , the density of
Z is an integral multiple of 1/(G : N).
Proof. Let H be the set of all g ∈ G such that gZ1 = Z1. Since Z1 is open
and closed, the same is true for H, which is thus an open subgroup of finite
index of G. By taking the intersection of its conjugates, we get an open
normal subgroup N of G such that NZ1 = Z1 = Z1N . In other words, Z1

is a union of N -cosets of G ; if h is the number of these cosets, we have
denshaar(Z) = µ(Z1) = h.µ(N) = h/(G : N).

5.2.3. Comparing Haar density with Zariski density
We are now going to relate the two kinds of “density” defined in §5.2.1.

Let K be as in §5.2.1 above.
Proposition 5.12. Let H be an algebraic group over K and let G be a
compact subgroup of the K-Lie group H(K). Assume that G is Zariski-dense
in H. Let R be a closed subscheme of H. Put RG = G ∩R(K). We have

denshaarG (RG) = denszarH (R).
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[Hence the Haar density of a subset of G defined by algebraic equations can
be computed algebraically.]
Proof. Let H0 be the identity component of H. Since G is Zariski-dense in H,
every connected component of H (over an algebraic closure K of K) meets
G. If we put G0 = G ∩H0(K), the map G/G0 → H/H0 is a bijection ; put
m = |G/G0|.

Let V be a G0-coset of G and let V be its Zariski closure, which is a
connected component of H. We may assume that R is contained in V : the
general case will follow by additivity. There are two cases :

a) R = V . In that case RG is equal to V and we have
denshaar(RG) = 1

m
= denszar(R).

b) R 6= V . In that case we have denszar(R) = 0 and we need to show
that the same formula holds for the Haar density of RG in G. Let K0 be the
closure of Q in K, namely :

K0 = R if K = R or C ;
K0 = Q` if K is a finite extension of Q`.

Note that H(K) has a natural structure of K0-Lie group (since K is a finite
extension of K0) ; since G is a closed subgroup of that group, it is a K0-Lie
subgroup ([LIE III, §8, Th.2] - this is where the fact that K0 = R or Q` is
used). The set RG is K-analytic, hence also K0-analytic and we may apply
cor.5.10 to it (over the ground field K0) provided we prove that the interior
U of RG is empty. Suppose it is not. Since U is open and closed there exists
an open normal subgroup N of G0 such that NU = U . Let N be the Zariski
closure ofN inH. It is a subgroup of finite index ofH0 ; sinceH0 is connected,
we have N = H0. Let u be a point of U . We have Nu ⊂ U ⊂ R(K), hence
Nu ⊂ R, which shows that R contains Nu = H0u = V , contrary to what we
had assumed. This concludes the proof.

5.3. The unitary trick
5.3.1. The discrete case

Let G be a group, let K be a field of characteristic 0, and let

ρ : G→ GLn(K)

be a linear representation, that we assume to be semisimple.
To these data, we are going to associate a compact subgroup Gc of

GLn(C). Such a group may be viewed as a unitary analog of (G, ρ). Its
construction is made in four steps :
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1) LetH = G be the Zariski closure of ρ(G) in theK-varietyGLn/K . Since
ρ is semisimple, the same is true for the natural n-dimensional representation
of H ; this implies that H is a reductive (not necessarily connected) algebraic
subgroup of GLn/K .

2) Choose a subfield K1 of K that is embeddable in C (e.g. finitely gene-
rated over Q), and over which H can be defined, so that we may view H as
a K1-subgroup scheme H1 of GLn/K1 and we have ρ(G) ⊂ H1(K1).

3) Choose an embedding ι : K1 → C. Let Hι be the C-algebraic sub-
group of GLn/C deduced from H1 by the base change ι. We have a natural
embedding

ρ(G)→ H1(K1)
ι→ Hι(C),

and ι(ρ(G)) is Zariski-dense in Hι(C).
4) We now choose for Gc any maximal compact subgroup of the complex

Lie group Hι(C). Note that Gc is Zariski-dense in Hι, see e.g. [Se 93, §5.3,
Theorem 4].
Remark. The construction of Gc depends on several choices, the most im-
portant one being that of ι in step 3) ; hence there is no uniqueness (for an
explicit example, see the Exercise below).

Proposition 5.13. Let R be a closed subscheme of GLn that is defined over
Q. We have ρ(G) ⊂ R(K) ⇐⇒ Gc ⊂ R(C).
[In other words : the Q-equations satisfied by ρ(G) and by Gc are the same.]
Proof.

We have ρ(G) ⊂ R(K) ⇐⇒ H ⊂ R since ρ(G) is Zariski-dense in H.
We have H ⊂ R ⇐⇒ Hι ⊂ R since R is defined over Q and ι is the

identity on Q.
We have Hι ⊂ R ⇐⇒ Gc ⊂ R(C) since Gc is Zariski-dense in Hι(C).

Example. If ρ(G) is contained in GLa(K)×GLb(K), with n = a+b, then Gc

is contained in GLa(C)×GLb(C), and conversely.]
Exercise. (Construction of a reductive group H over C and of an automorphism ι of C
such that the group Hι is not isomorphic to H.)

a) Let A = PSL5(F11) and let Ã = SL5(F11). The kernel C of the natural projection
Ã→ A is cyclic of order 5 ; it is the unique cyclic subgroup of F×11 of order 5, i.e. the group
generated by the homothety c of ratio 3. The group C is the Schur multiplier of A. The
group Aut(A) = Aut(Ã) is a dihedral group of order 10, which acts on C by c 7→ c±1.

b) Let µ5 be the group of 5-th roots of unity, viewed as a subgroup of the multiplicative
group Gm = GL1 . If z 6= 1 belongs to µ5, define an algebraic group Hz as the quotient
of Gm × Ã by the group of order 5 generated by (z, c). We have an exact sequence 1 →
Gm → Hz → A → 1.
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Let z′ be another choice of z in µ5. Show that the algebraic groups Hz and H ′z are
isomorphic if and only if z′ = z±1.
[Hint. Use the fact that both Aut(Gm) and Aut(A) act on C = Gm ∩ Ã by c 7→ c±1.]

c) Let ι be an automorphism of C which transforms
√

5 into −
√

5. Show that ι(z) =
z±2 ; hence the group H = Hz is not isomorphic to its ι-transform Hι.
(Note that H is not connected. Indeed, if G is any connected reductive group over an
algebraically closed field k, and if ι is any endomorphism of k, the group Gι is isomorphic to
G ; this follows from the classification theorem of such groups via their données radicielles,
cf. [SGA 3, vol.3, exposé XXIII, §5].)

5.3.2. The compact case
We keep the notation and the hypotheses of the previous section, to which

we add the following assumptions :
(i) G is a compact topological group.
(ii) K is a locally compact non-discrete topological field.
(iii) ρ : G→ GLn(K) is continuous.

[Note that the cardinality of K is 2ℵ0 , hence we may 37 take K1 = K in the
second step of the construction of Gc.]

We have the following improvement of Proposition 5.13 :
Theorem 5.14. Let R be a closed subscheme of GLn. Assume that R is
defined over Q. Let RG be the set of g ∈ G such that ρ(g) ∈ R(K), and let
RGc = Gc ∩R(C). We have densG(RG) = densGc(RGc).

[Here both densities are Haar densities, cf. §5.2.1.1. What the theorem
says is that, in order to compute such a density in G, it is enough to compute
it in its unitary analog Gc, provided that the defining equations of R have
coefficients in Q.]
Proof. Let us write H = G, as above, and let Rρ(G) = ρ(G)∩R(K). We follow
the same pattern as in the proof of Proposition 5.13, namely we prove the
following equalities :

densG(RG) = densρ(G)(Rρ(G)) = denszarH (R ∩ H) = denszarHι (R ∩ Hι) =
densGc(RGc).

The first equality (on the left) is true because RG is the inverse image of
Rρ(G) by G→ ρ(G), cf. §5.2.1.

The second one follows from Proposition 5.12 applied to ρ(G), H and
R ∩H.

The third one is true because R is defined over Q.

37. As Deligne says in [DE 80, 1.2.11], this is just a commodité d’exposition. A down-to-
earth reader will prefer to choose K1 finitely generated over Q.
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The fourth one follows from Proposition 5.12 applied (over the field C)
to Gc, Hι and R ∩Hι.
Remark. Note the auxiliary, but essential, role of the Zariski density in the
above proof ; its purely algebraic definition makes it compatible with such
strange-looking field embeddings as ι : K → C, where K is an `-adic field.

5.3.3. An example

Let G and K be as above, namely :
G is a compact topological group,
K is a locally compact non-discrete topological field of characteristic 0.

[In the next chapter, G will be a profinite group and K an `-adic field.]
Consider two continuous linear representations

ρ1 : G→ GLa(K) and ρ2 : G→ GLb(K),
where a and b are > 0 and not both 0. Let χi be the character of ρi, and
define f ∈ Cl(G,K) as f = χ1 − χ2. We are going to show that, if f is not
everywhere 0, the subset of G where it is 6= 0 has a density that is larger
than some constant depending only on a and b. More precisely :
Theorem 5.15. If f = χ1 − χ2 is not identically 0, the set If of the points
g ∈ G with f(g) 6= 0 has density > 1

N
, where N = (a+b). sup(a, b).

When b = 0, this gives :
Corollary 5.16. The set of points g ∈ G with χ1(g) 6= 0 has density > 1/a2.

This bound is optimal : for every a > 1 there exists a finite group G and
an irreducible representation ρ of G of degree a, such that the set of g ∈ G
with Tr(ρ(g)) 6= 0 has density 1/a2.
[Hint. Take for G a Heisenberg-like group of order a3, cf. [Se 81, p.172].]

Proof of Theorem 5.15 when K = C
We may assume a > b and also that the two representations ρ1 and ρ2

do not contain a common irreducible subrepresentation. We need to give a
lower bound for µ(If ), under the assumption that µ(If ) > 0.

Since χ1 is a non-zero character, the orthogonality relations of characters
imply that

∫
G
|χ1|2 > 1, the integral being taken with respect to the norma-

lized Haar measure µ of G ; they also imply that the characters χ1 and χ2

are orthogonal. We then have :
1 6

∫
G
|χ1|2 =

∫
G
χ1.(χ1 − χ2) =

∫
If
χ1.(χ1 − χ2) 6 µ(If ).a(a+b),

since |χ1| 6 a and |χ1 − χ2| 6 a+b. This shows that µ(If ) > 1/a(a+b), as
claimed.
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Proof of Theorem 5.15 in the general case
We may assume that the ρi are semisimple, since the traces do not change

under semisimplification. We also assume that f is not 0, i.e. that ρ1 and ρ2
are not isomorphic.

Put n = a+b and embed GLa × GLb in GLn in a standard way (by
splitting the interval [1, n] as [1, a] t [a+1, a+b], say). The pair (ρ1, ρ2) thus
defines a linear representation

ρ : G → GLa(K)×GLb(K) → GLn(K).

By applying to ρ the construction of §5.3.1 and §5.3.2 we get a compact
subgroup Gc of GLn(C). Proposition 5.13 shows that Gc is contained in
GLa(C) × GLb(C). Let R be the closed subscheme of GLn made up of
the points (g1, g2) ∈ GLa × GLb such that Tr(g1) = Tr(g2). By Theorem
5.14, the sets RG and RGc have the same density. But we have just shown
that the complement of RGc in Gc (which we denoted by If ) has density
> 1/a(a+b). Hence we get the same bound for R : its complement in G has
density > 1/a(a+b).
Remark. As mentioned above, the bound 1/a(a+b) is sharp when b = 0. It
is also sharp when b = a, cf. exerc. 1. In most other cases, it is not sharp, cf.
exerc. 2.
Problem. One may wonder whether Corollary 5.16 extends to characteristic
p > 0. More precisely, let G be a finite subgroup of GLa(k), with char k > 0,
and let ε be the density of the set of g ∈ G with Tr(g) 6= 0. Is it true that
ε is either 0 or > 1/a2 ? This does not look likely, but I do not know any
counterexample.
Exercises.
1) Let G be a finite group and let ρ : G→ GLa(C) be a faithful irreducible representation
with the property that its character χ vanishes outside the center C of G. Such a pair
(G, ρ) exists for every a > 1, and one has (G : C) = a2, cf. [Se 81, p.172].

Let G1 = G×{±1} ; let ψ : G1 → {±1} be the second projection, and let us view χ as
a character of G1 via the first projection G1 → G. Let f = χ−ψχ. Show that the density
of the set of elements z of G1 with f(z) 6= 0 is 1/2a2 (hence the bound of Theorem 5.15
is sharp when a = b).
2) With the notation of Theorem 5.15, suppose that a > b. Show that the bound 1/a(a+b)
can be improved to 1/(a−b)2 if b 6 a/3, and to 1/b(a+b) if b > a/3. When (a, b) = (2, 1),
the bound so obtained is 1/3 ; show that the optimal bound is 2/3, and that it is attained
by taking for G the binary tetrahedral group Ã4 ' SL2(F3).

3) Let f = χ1 − χ2 be as in Theorem 5.15. Let F be the virtual character
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F = λ2f = λ2χ1 + λ2χ2 − χ1χ2.

Show that, either F = 0, or the set of points g ∈ G with F (g) 6= 0 has density > 1/C2

where C = (a+b)(a+b−1)/2.
[Hint. Same method as for Theorem 5.15 : reduction to the case where the ground field K
is C, in which case the result follows from the bound |F | 6 C.]
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Chapter 6. The `-adic properties of NX(p)

In this chapter, the ground field is Q ; the set of prime numbers is denoted
by P . We put, as usual, ΓQ = Gal(Q/Q) ; if S is a finite subset of P , we
denote by ΓS the largest quotient of ΓQ that is unramified outside S, i.e. the
fundamental group of SpecZ S relative to the geometric point Z → Q. If
p /∈ S, we denote by σp the corresponding Frobenius element of ΓS ; it is well
defined up to conjugation ; its inverse σ−1p (the “geometric Frobenius”) will
be denoted by gp.

6.1. NX(p) viewed as an `-adic character

6.1.1. The Galois character given by cohomology
Let X be a scheme of finite type over Z ; to simplify the notation, we

denote by X0 the corresponding Q-variety (i.e. the generic fiber X/Q of X →
SpecZ), and let X be the Q-variety obtained from X0 by the base change
Q→ Q.

Let us first assume that the scheme X is separated (see below for the
general case). If ` is a prime number and i is an integer > 0, H i

c(X,Q`) is the
i-th `-adic cohomology group of X with proper support, cf. §4.1 ; recall that
it is a finite-dimensional Q`-vector space, that vanishes for i > 2dimX0. In
order to simplify the notation, we shall write it H i(X, `).

There is a natural action of ΓQ = Gal(Q/Q) on each H i(X, `). By Theo-
rem 4.13, applied to K = Q, there exists a finite subset S of P , containing
`, such that, if p /∈ S, the action of ΓQ on every H i(X, `) is unramified out-
side S ; this gives an action of ΓS on H i(X, `). If p /∈ S, let us denote by
Tr(gp|H i(X, `)) the trace of the geometric Frobenius gp acting on H i(X, `),
and define similarly Tr(gep|H i(X, `)) for every e > 1. By Theorem 4.13, we
have :

Theorem 6.1. There exists a choice of S such that
NX(pe) =

∑
i (−1)iTr(gep|H i(X, `)) for every p /∈ S and every e > 1.

[This formula extends to every e ∈ Z, provided NX(pe) is defined as explained
in §1.5. The proof is the same.]

We may reformulate this in the style of Chap.V, by introducing the character
hi,X,` of the action of ΓS on H i(X, `), together with the virtual character

hX,` =
∑
i

(−1)ihi,X,`.
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Theorem 6.1 then means that
NX(p) = hX,`(gp) for every p /∈ S,

and more generally
NX(pe) = hX,`(g

e
p) for every p /∈ S and every e > 1.

When there is no possible confusion about X and `, we shall write h instead
of hX,` and hi instead of hi,X,`.
Remarks.

1. The Galois representations H i(X, `) depend only on X0 and `. The set
S depends on ` (we shall sometimes write it S`) and on X (and not merely on
X0) ; indeed, if one makes a Q-change of coordinates, this modifies NX(pe)
for a finite set of p and one has to change S accordingly.

2. The formula NX(p) = h(gp) shows that the values of the virtual charac-
ter h on the geometric Frobenius elements belong to Z and are independent
of `, provided p is large enough and distinct from `. It is conjectured that
the same is true for each character hi.

3. We shall see in the next chapter that there is a different decomposition
of hX as a sum of virtual characters, which is better suited for archimedean
estimates ; it is called the weight decomposition.

4. Some readers may prefer to express Theorem 6.1 with the arithmetic
Frobenius σp instead of the geometric one. This is easy ; all one has to do is
to define the homology group Hi(X, `) as the Q`-dual of H i(X, `) ; the group
ΓQ acts on Hi(X, `) and Theorem 6.1 may be reformulated as :

NX(pe) =
∑

i (−1)i Tr(σep|Hi(X, `)) for every p /∈ S` and every e > 1.
[Indeed, if σ is an automorphism of a finite dimensional vector space V ,
and if σ∗ is the corresponding automorphism of the dual V ∗ of V , one has
Tr(σ∗|V ∗) = Tr(σ−1|V ), since σ∗ is the transpose inverse tσ−1 of σ.]

One of the most important properties of hX,` is that it depends additively
on X (and even on X0) :
Theorem 6.2.

a) Let F be a closed subscheme of X and let U = X F . Then hX,` =
hF,` + hU,`.

b) Let (Ui)i∈I be a finite open covering of X. If J is any subset of I, put
UJ =

⋂
i∈J Ui. Then

∑
J⊂I(−1)|J |hUJ ,` = 0.

[Another way to write b) is : hX,` =
∑

J⊂I,J 6=∅(−1)|J |+1hUJ ,`.]

Proof of a). We have NX(p) = NF (p) +NU(p) for every p. By Theorem 6.1,
this implies that there exists a finite set S of primes such that the two virtual
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characters hX,` and hF,` + hU,` take the same value on all the gp, for p /∈ S.
Since the gp are dense in ClΓS, these characters are equal.
Alternative method. Use the exact sequence connecting the cohomology groups
H i(X, `), H i(F, `) and H i(U, `), cf. §4.1.
Proof of b). Same as the proof of a), using the combinatorial identity∑

J⊂I(−1)|J |NUJ (p) = 0.

How to remove the assumption that the scheme X is separated over SpecZ.
The only reason we asked that X is separated was to insure that its co-

homology with proper support is well defined. This rather artificial condition
can be dispensed with, at the cost of cutting up X into smaller pieces. For
instance, one may choose a finite open covering (Ui)i∈I of X where all the
Ui are separated (e.g. affine), and define hX,` by the formula given above,
namely

hX,` =
∑

J⊂I,J 6=∅(−1)|J |+1hUJ ,`, where UJ =
⋂
i∈J Ui.

[Note that, since J 6= ∅, the scheme UJ is separated, so that the right side
of the formula is well defined.]
Example. Choose for X the simplest non separated scheme, namely the affine
line A1 = SpecZ[t] with the 0-section blown up into two. It is covered by
two copies of A1, with intersection B = SpecZ[t, t−1]. By following the above
recipe, we find

hX,` = hA1,` + hA1,` − hB,` = 2χ−1` − (χ−1` − 1) = χ−1` + 1,
which is the same `-adic character as for the projective line. This fits with
the fact that NX(p) = p+ 1 for every p.

6.1.2. Application : the frobenian property of NX(p) mod m
In what follows, for each prime `, S` denotes a finite set of primes that is

large enough for Theorem 6.1 to apply.
Theorem 6.3. Let m be an integer > 1, and let Sm be the union of the S`
for `|m.

a) The function p 7→ NX(p) (mod m) from P Sm to Z/mZ is Sm-
frobenian in the sense of §3.3.1.

b) The value at 1 of that function (in the sense of §3.3.3.2) is the image
in Z/mZ of the Euler-Poincaré characteristic χ(X(C)) of X(C).

c) The value at −1 of that function (in the sense of §3.3.3.2) is the image in
Z/mZ of the Euler-Poincaré characteristic with compact support χc(X(R))
of X(R).
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d) If e > 1, the Ψe-transform (in the sense of §3.3.3.3) of that function is
p 7→ NX(pe) (mod m).
[Part d) is in fact true for every e ∈ Z ; note that, if e 6 0, NX(pe) belongs
to Z[1/p] and, since p 6 |m , its reduction mod m is well defined.]
Note. When X is not separated, the Euler-Poincaré characteristics of b) and
c) are defined by additivity, by the same method as in the last section : choose
an open finite covering (Ui)i∈I of X, where the Ui are separated, and define
χ(X(C)) by the formula :

χ(X(C)) =
∑

J⊂I,J 6=∅(−1)|J |+1χ(UJ(C)), where UJ =
⋂
i∈J Ui.

The definition of χc(X(R)) is similar.
This shows that it is enough to prove Theorem 6.3 when X is separated.

The same remark applies to most of the theorems below.
Proof of Theorem 6.3. We may assume that X is separated, and also that m
is a power `n of a prime number `.

For every i, let us choose a lattice 38 Li of H i(X, `) that is stable under
the action of ΓS` ; a possible choice is to take for Li the image of H i

c(X,Z`)
in H i

c(X,Q`) = H i(X, `). The group Li/`nLi is a free Z/`nZ-module of rank
Bi = dimH i(X, `). The group G = ΓS` acts on each Li/`

nLi ; by Theorem
6.1, we have

NX(p) ≡
∑

i(−1)iTr(gp|Li/`nLi) mod `n if p /∈ S`.
This shows that NX(p) mod `n depends only on the image (gp,i,n) of gp in the
finite group

∏
GLBi(Z/`

nZ) ; this proves a). With the notation of §3.3.3,
the corresponding map ϕ : G → Z/`nZ is g 7→

∑
i(−1)iTr(g−1|Li/`nLi).

Similarly, if e > 1, we have
NX(pe) ≡

∑
i(−1)iTr(gep,i,n) = ϕ(σep) mod `n if p /∈ S`,

which proves d).
As for b), it follows from the formula defining the “value at 1” , namely

ϕ(1) =
∑

i(−1)iTr(1|Li/`nLi) =
∑

i(−1)iBi mod `n,
since χ(X(C)) =

∑
i(−1)iBi by Artin’s comparison theorem, cf. §.4.2.

Similarly, the value at −1 of p 7→ NX(p) mod `n is :
ϕ(−1) =

∑
i(−1)iTr(c|Li/`nLi),

where c is the complex conjugation. If we denote by ci the trace of c acting
on H i(X(C),Q), it follows from Artin’s theorem that

38. A lattice in a Q`-vector space V of finite dimension n is a free Z`-submodule L of
V of rank n ; the natural map Q` ⊗Z` L→ V is then an isomorphism.
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ϕ(-1) =
∑

i(−1)ici mod `n.
Assertion c) then follows from the following topological formula :∑

i(−1)ici = χc(X(R)).

[If σ is an involution of a “reasonable” 39 space T , and if T σ denotes the set
of fixed points of σ, one may define the ci(T ) as above, and one has∑

i(−1)ici(T ) = χc(T
σ).

Indeed, by additivity, this is equivalent to∑
i(−1)ici(T − T σ) = 0,

which is true because σ acts freely on T − T σ.]
Corollary 6.4. Let a and m be integers with m > 1. The set of primes p
such that NX(p) ≡ a (modm) has a density, that is a rational number. If a
is equal to either χ(X(C)) or χc(X(R)), that number is > 0.

This follows from the theorem, combined with the Chebotarev density
theorem ; see §3.3.3.2.
Remarks.

1) Note that, in part c) of Theorem 6.3, it is essential to use χc and not
χ, since χ(X(R)) and χc(X(R)) are usually distinct, cf. §1.4, Remark.

2) It is tempting to use the notation “NX(1)” and “NX(−1)”, as if 1 and
−1 were primes, so as to be able to state b) and c) above in the following
suggestive form :
Formulae 6.5.NX(1) = χc(X(C)) = χ(X(C)) and NX(−1) = χc(X(R)).

See exercise 2 below for a case where this notation works very well. Note
also that, if S is chosen as in Theorem 6.1, we have NX(1) = NX(p0) for
every p /∈ S.
Exercises.
1) Let X be the affine plane curve with equation x2 + y2 = 0, as in §1.3, and let m be an
odd positive integer. Show that χ(X(C)) = 1 and that the density of the p with NX(p) ≡ 1
(mod m) is equal to 1

2 + 1
2ϕ(m) .

2) Suppose that, for p large enough, we have
NX(p) =

∑
imiψi(p)p

ni ,

where the mi, ni are integers with ni > 0 and the ψi are Dirichlet characters. Show :
a) NX(pe) =

∑
miψi(p)

epeni , for e > 1 and p large enough,
b) χ(X(C)) =

∑
mi and χc(X(R)) =

∑
(−1)nimiψi(−1).

39. One needs some finiteness properties of T and Tσ ; these properties are satisfied here,
if only because of the triangulation theorems for real algebraic spaces, cf. [BCR 98, §9.2] ;
note that these theorems apply when X0 is affine.
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[Hint. Translate the formula giving NX(p) into an explicit description of the virtual cha-
racter hX,`, and apply Formulae 6.5.]

For instance, the projective plane P2 has p2 + p + 1 points in Fp ; by replacing p by
1, we see that the Euler-Poincaré characteristic of P2(C) is 1 + 1 + 1 = 3 ; similarly, the
Euler-Poincaré characteristic of P2(R) is 1− 1 + 1 = 1.
3) Suppose that, for p large enough, we have

NX(p) =
∑
mi.p

ni + ap,
where the mi, ni are integers with ni > 0 , and ap is the p-th coefficient of a modular form∑
anq

n of positive integral weight on some congruence subgroup Γ0(N) of SL2(Z). Show
that χ(X(C)) = 2a1 +

∑
mi, and χc(X(R)) =

∑
(−1)nimi. Check these formulae in the

special case where X0 is an elliptic curve.
[Hint. Same method as for Exercise 1, combined with the existence of odd Galois repre-
sentations associated with modular forms.]
4) Suppose that X0 is a smooth projective variety, whose connected components have odd
dimension. Let m be an integer > 1. Show :

a) There are infinitely many p such that NX(p) ≡ 0 (mod 2) and p ≡ 1 (modm).
b) There are infinitely many p such that NX(p) ≡ 0 (mod 2) and p ≡ −1 (modm).

[Hint. Use the Hodge decomposition ofH•(X(C),C) to show that χ(X(C)) and χc(X(R))

are even, and define a frobenian function of p with values in Z/2Z×(Z/mZ)× whose value
at 1 is (0, 1) and at −1 is (0,−1).]

6.1.3. Application : the relation NX(p) = NY (p)

Let us now prove the “rigidity theorem” stated as Theorem 1.3 in Chap-
ter 1, namely :
Theorem 6.6. Let X, Y be two schemes of finite type over Z. Assume that
NX(p) = NY (p) for a set of primes of density 1. Then there exists a prime
number p0 such that NX(pe) = NY (pe) for all p > p0 and all e.

Proof. Choose a prime ` together with a finite set of primes S` that is large
enough so that Theorem 6.1 applies to both X and Y . Let m be a power of `.
By Theorem 6.2 a), the two functions p 7→ NX(p) (mod m) and p 7→ NX(p)
(mod m) are S`-frobenian. Since they coincide on a set of p of density 1, they
coincide, cf. §3.3.3.1. By Theorem 6.2 d), their Ψe-transforms are respectively
p 7→ NX(pe) (mod m) and p 7→ NY (pe) (mod m). This shows that NX(pe) ≡
NY (pe) (mod m) for every p 6∈ S`. Since this is true for every power m of `,
we have NX(pe) = NY (pe) for every p ∈ P S`, as asserted.
Remark. We shall see in §6.3.3 (cf. Theorem 6.15) that the “density 1”
condition of Theorem 6.6 can be relaxed to “ density > 1 − 1/B2 ”, where
B =

∑
Bi(X) +

∑
Bi(Y ).

Examples of schemes with the same number of points mod p. Let us assume
that X and Y are separated, so that their `-adic cohomology groups H i(X, `)
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and H i(Y, `) are defined. If these groups are isomorphic as Galois modules
over some ΓS, it follows from Theorem 6.1 that X and Y have the same
number of points in all the Fpe , for p large enough. This happens for instance
in the following cases :

1) X0 and Y0 40 are Q-isogenous abelian varieties, or Q-isogenous connec-
ted reductive groups.

2) The variety Y0 is a G-twist of X0, where G is a connected algebraic
group acting on X0. For instance, X0 and Y0 are smooth quadrics in P3

defined by quadratic forms with the same discriminant.
3) Y = X/G, where G is a finite group acting on X in such a way that

the quotient X/G exists (this is always the case if X is quasi-projective),
and that the action of G on the H i(X, `) is trivial [note that this condition
is independent of the choice of `, because of Artin’s comparison theorem].
Indeed, for each i, it is known that the natural map H i(X/G, `)→ H i(X, `)
is injective and that its image is the subspace of H i(X, `) fixed under the
action of G, i.e. H i(X, `) itself.

This applies 41 when X is the affine n-space An since its only non-zero
cohomology group is H2n(X, `), that is canonically isomorphic to Q`(−n),
hence is fixed under the action of G. (We thus get “affine-looking schemes” ;
we shall give a characterization of them in §7.2.5.) The same is true when
An is replaced by Pn.

For instance, in characteristic 6= 2 the quadratic cone in A3 defined by
the equation x2 = yz is isomorphic to the quotient of the affine plane A2

by the group G = {±1}. This “explains” 42 that the number of Fq-points of
that cone is q2, cf. §2.3.1. (This also works in characteristic 2, at the cost of
replacing {±1} by the group scheme µ2.)
Exercise. Assume that X0 and Y0 are reduced and of dimension 0. Choose a finite Galois
extension E of Q, with Galois group G, such that Gal(Q/E) acts trivially on the finite
sets ΩX = X(Q) and ΩY = Y (Q).
a) The schemes X0 and Y0 are isomorphic if and only if the G-sets ΩX and ΩY are
isomorphic.
b) Show the equivalence of the following properties :

b1) The hypothesis of Theorem 6.6 is satisfied, i.e. NX(p) = NY (p) for almost all p.
b2) For every g ∈ G, the number of fixed points of g in ΩX is the same as in ΩY .

40. We use for Y the same convention as for X, namely we denote by Y0 the correspon-
ding Q-variety.
41. This example was pointed out to me by G. Lusztig.
42. A more down-to-earth explanation is that both the cone and A2 contain a copy of

A1 whose complement is isomorphic to A1 × (A1 {0}).
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b3) The Galois modules H0(X, `) and H0(Y, `) are isomorphic for at least one prime
` (and hence for every prime `) 43.

b4) |ΩX/H| = |ΩY /H| for every subgroup H of G 44.
c) Assume b1), ... , b4) and let n = |ΩX | = |ΩY |. Show that, if n 6 5, condition a) is
satisfied, i.e. X0 and Y0 are isomorphic. Show that this does not extend to n = 6.
[Hint. Take for G an abelian group of type (2,2), and make it act on a set with 6 elements
with orbits of size (1,1,4) and also with orbits of size (2,2,2).]
d) Assume further that X0 and Y0 are irreducible, i.e. that n > 0 and that the actions
of G on ΩX and on ΩY are transitive. This is equivalent to saying that ΩX and ΩY are
isomorphic to SpecK and SpecL, where K and L are finite extensions of Q of degree n.
Suppose b1), ..., b4) hold (the fields K and L are then called arithmetically equivalent).
Give an example, with n = 7, for which K and L are not isomorphic.
[Hint. Choose a Galois extension E of Q with Galois group G = SL3(F2), cf. [La 80] ; the
group G is the automorphism group of the projective plane P2 over F2 ; use the action of
G on the set of rational points, and on the set of rational lines ; both sets have 7 elements.]

6.2. Density properties

6.2.1. Chebotarev theorem for infinite extensions
Let E be a Galois extension of Q (possibly infinite) that is unramified

outside a finite set of primes S ; let G be its Galois group. If p /∈ S, let σp ∈ G
denote its (arithmetic) Frobenius element, defined by projective limit from
the case where G is finite ; as usual, it is only defined up to conjugation. Let
gp be the geometric Frobenius, i.e. σ−1p . The gp (and also the σp) are dense
in G. More precisely :
Theorem 6.7. Let Q be a subset of P S of density 1. Then the σp (p ∈ Q)
are dense in ClG; the same is true for the gp.
[Equivalently : the only open subset U of G that is stable under conjugation
and contains all the gp, for p ∈ Q, is G itself.]
Proof. This follows by a projective limit argument from the case where G is
finite, in which case it is a consequence of the Chebotarev density theorem,
cf. §3.2.2.
Remark. The hypothesis dens(Q) = 1 can be weakened to upper-dens(Q) = 1.

43. Motivic interpretation : the Q-motives defined by X and Y are isomorphic.
44. In the terminology introduced in exerc. 5 of [Se 78, §13.1], properties b2), b3) and

b4) mean that the G-sets ΩX and ΩY are weakly isomorphic. The reader should be warned
that there was a mistake in the statement of that exercise in the French 1971 edition of
[Se 78].
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Let now C be a subset of G that is stable under conjugation and let PC
be the set of all p /∈ S such that gp ∈ C. Let us compare the Haar measure
µ(C) of C with the density of PC :
Theorem 6.8. a) If C is closed, then upper-dens(PC) 6 µ(C).
b) If C is open, then lower-dens(PC) > µ(C).
c) If C is open and closed 45, then PC is S-frobenian (cf. §3.3.1) of density
µ(C).
Proof. Let us begin with case c). Since C is open and closed, there exists
an open normal subgroup U of G such that C is a union of U -cosets, so
that one may replace G by the finite group G/U . It is then clear that PC is
S-frobenian of density µ(C), cf. §3.3.1.

In case a), µ(C) = inf µ(C ′), where C ′ runs through the open and closed
subsets ofG containing C, cf. §5.2.1.1. By c) we have upper-dens(PC) 6 µ(C ′)
for every C ′, hence the result.

Case b) follows from case a), applied to G C.
Corollary 6.9. If C is closed and its measure is 0, then PC has density 0.
Proof. This follows from a), since “density 0” ⇐⇒ “upper density 0”.
Corollary 6.10. Suppose that C is quarrable (cf. [INT, Chap.IV, §5, exerc.
17 d]), i.e. that the measure of its boundary is 0. Then PC has a density, and
that density is equal to µ(C).
Proof. Let F (resp. O) be the closure (resp. the interior) of C. The boundary
B of C is F O. The hypothesis µ(B) = 0 is equivalent to µ(F ) = µ(O) ; since
µ(O) 6 µ(C) 6 µ(F ) this shows that µ(C) = µ(F ) = µ(O). By Theorem
6.7, we have :

upper-dens(PC) 6 upper-dens(PF ) 6 µ(F ) = µ(C),
and

lower-dens(PC) > lower-dens(PO) > µ(O) = µ(C).
This shows that PC has density µ(C).
Exercises
1) In Theorem 6.7, replace the hypothesis on the subset Q by “ Q is frobenian ”. Show
that there exists a finite subset F of Q such that the closure of the σp, p ∈ Q F , is open
in ClG.
2) Let Q be the set of primes p such that v3(1− p) is odd, where v3 is the 3-adic valuation
of Q.

a) Show that Q has density 3/8 .

45. Topologists often replace “open and closed” by the portmanteau adjective clopen.
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[Hint. Take for E the field generated by the 3m-th roots of unity ; the corresponding Galois
group G can be identified with Z×3 . Let C be the open subset of Z×3 made up of the elements
u 6= 1 such that v3(1− u) is odd. The boundary of C is {1}, hence has measure 0. Apply
Corollary 6.10 to Q = PC .]

b) Show that Q is not frobenian.
[Hint. Use Exercise 1.]

6.2.2. The `-adic case
We keep the notation and hypotheses of the above §, and we assume

that the Galois group G is an `-adic Lie group (i.e. a Q`-analytic group), for
instance 46 a compact subgroup of GLn(Q`) for some n. Assume also that
the subset C of G is a closed analytic subspace of G.
Theorem 6.11. The set PC is the disjoint union of an S-frobenian set P1

and a set P0 of density 0 ; we have dens(PC) = 0 if and only if the interior
of C is empty.
[Recall that PC is the set of all p /∈ S such that σp ∈ C.]
Proof. By Proposition 5.9, we have C = C1 t C0, where C1 is the interior
of C (which is closed because C is analytic) and C0 is closed with empty
interior, and has measure 0 . If we define P1 as PC1 and P0 as PC0 , we get a
splitting of PC as PC = P1 t P0 ; this splitting has the required properties :
it is clear that P1 is S-frobenian, and P0 has density 0 because of Corollary
6.9. As for P1, its density is equal to the measure of C ; it is 0 (in which case
P1 is empty) if and only if the interior of C is empty, cf. Corollary 5.10.
Remark. If x is a real number, let us denote by π0(x) the number of p ∈ P0

with p 6 x. Since dens P0 = 0, we have π0(x) = o(x/log x) for x→∞. This
estimate can be sharpened by using [Se 81, Th.10] : one has

π0(x) = O(x/(log x)1+δ) for some δ > 0,
and under GRH :

π0(x) = O(x1−δ) for some δ > 0.
It seems likely that π0(x) is at most O(x

1
2 ), and maybe even O(x

1
2/log x).

Corollary 6.12. Let us write the “supernatural order” oG of the `-adic group
G as oG = `n.dG, with n ∈ {0, 1, ...,∞} and dG ∈ N, with (`, dG) = 1. Then
the denominator of dens(PC) is of the form `n

′
.d, with n′ 6 n and d|dG.

46. As noticed by Lubotzky, it follows from Ado’s theorem on Lie algebras that every
compact `-adic Lie group is embeddable in some GLn(Q`).
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[The supernatural order of a profinite group G is the l.c.m. of (G : U),
when U runs through the open subgroups of G ; see [Se 64, I.1.3], or [RZ 00,
2.3].]
Proof. Indeed, the Haar measure of an open and closed subset of G has a
denominator that divides oG.

This corollary is especially useful whenG is a subgroup ofGLn(Q`), n > 1,
since in that case oG divides oGLn(Z`), which is equal to `∞

∏n
i=1(`

i − 1) ;
one then sees that the `′-factor 47 of the denominator of dens(PC) divides∏n

i=1(`
i − 1).

Application: relations between NX(p) and NY (p). LetX and Y be two schemes
of finite type over SpecZ, and let us assume that the set S is large enough so
that Theorem 6.1 applies to both (X, `, S) and (Y, `, S) : there are continuous
virtual characters hX and hY of ΓS over Q`, such that
NX(pe) = hX(gep) and NY (pe) = hY (gep) for every p /∈ S and every e > 1.

These characters factor through a quotient G of ΓS which is a subgroup of a
product of linear `-adic groups, hence is an `-adic group. We may thus apply
Theorem 6.11, and we obtain :
Theorem 6.13. Let F be a polynomial in two variables, with coefficients in
Q. Let PF be the set of p such that F (NX(p), NY (p)) = 0. Then PF is the
disjoint union of a frobenian set and a set of density 0.
Remark. There is a similar result for equations involving not only NX(p) and
NY (p) but also NX(p2), etc. We shall look into such an example in §7.2.5.
Example. Suppose X0 is an elliptic curve, and let Y = P1. Choose for F
the polynomial F (u, v) = u − v, so that PF is the set of primes p such that
NX(p) = p+ 1 ; if we write NX(p) as p+ 1− ap, cf. §4.7.1.2, this means that
ap = 0. There are two cases :

1) The curve X0 has complex multiplication (over Q) by an imaginary
quadratic field K. Let ε be the quadratic character of ΓQ associated with K.
Except for a finite number of p, one finds that ap = 0 ⇐⇒ ε(p) = −1. In
that case, PF is frobenian of density 1

2
.

2) The curve X0 does not have complex multiplication. In that case PF
has density 0 since the subvariety of GL2 given by the equation “Trace = 0”
has dimension < dimGL2, cf. Theorem 6.11. By a theorem of Elkies ([El
87]), PF is infinite. It is conjectured, cf. [LT 76], that the number of p 6 x

47. If m is a non-zero integer, the `′-factor of m is the largest divisor of m that is prime
to `.

82



with p ∈ PF is of the order of magnitude of x
1
2/log x when x → ∞ ; it is

known (Elkies-Murty, cf. [El 91]) that it is << x3/4.
Exercises. (The aim of these two exercises is to extend Theorem 6.13 to polynomials with
coefficients in an arbitrary commutative ring.)
1) Let R be a commutative ring which is finitely generated over Z, and let Rt be the
torsion subgroup of R. Choose an integer m > 0 such that mRt = 0 (such an m exists
because R is noetherian).

a) Show that R is isomorphic, as an additive group, to the direct sum of Rt and a
torsion-free group.
[Hint. Show that the group E =Ext(R/Rt, Rt) is 0 by proving that the map m : E → E
is 0 (because m kills Rt) and is surjective (because R/Rt is torsion-free). See also [Ka 52,
Cor. to Th.5] and [A IV-VII, chap.VII, §2, Exerc.7d].]

b) Show that there exist two families of additive homomorphisms
fλ : R→ Q and gµ : R→ Z/mZ

that give an injection of R into a direct sum of copies of Q and of Z/mZ.
[Hint. Use a) combined with the fact, cf. [Pr 23], that every abelian group of finite exponent
is isomorphic to a direct sum of cyclic groups, cf. [A IV-VII, chap.VII, §2, Exerc.4c].]
2) Let n and m be positive integers, with m > 1. Let us say that a subset E of Zn is
m-elementary if there exist a subset Em of Zn/mZn and a polynomial P ∈ Q[X1, ..., Xn]
such that E is the set of all x ∈ Zn such that P (x) = 0 and x belongs to Em mod m.

a) Show that every intersection of m-elementary subsets is m-elementary.
[Hint. Note that an infinite number of polynomials can be reduced to a finite number of
such, and (by taking a sum of squares) to just one such.]

b) Let R be a commutative ring, and let Y = Y1, ..., Yr be a finite family of elements
of R[X1, ..., Xn]. Let EY be the set of all x ∈ Zn such that Yi(x) = 0 in R for every i.
Show that EY is m-elementary for a suitable choice of m.
[Hint. One may replace R by the subring generated by the coefficients of the Yi, hence
assume that R is finitely generated over Z. Let m, fλ, gµ be as in Exerc.1. By applying fλ
to the coefficients of Yi, one gets a polynomial Yi,λ with coefficients in Q. Similarly, by
applying gµ to the coefficients of Yi, one gets a polynomial Yi,µ with coefficients in Z/mZ.
Use the polynomials Yi,λ and Yi,µ to show that EY is an intersection of m-elementary sets,
hence is m-elementary by a).]

c) Let E be anm-elementary subset of Z2. Show that the set of p such that (NX(p), NY (p))
belongs to E is the disjoint union of a frobenian set and a set of density 0.
[Hint. Same proof as for Theorem 6.13, using Theorem 6.3.]

d) Use b) and c) to show that Theorem 6.13 remains valid for a polynomial with
coefficients in an arbitrary commutative ring.

6.3. About NX(p)−NY (p)

We keep the same notation (X, Y, `, S...) as above ; we are going to look
more closely at the possible values of the function NX(p)−NY (p).

Define a virtual `-adic character h of ΓS by the formula h = hX −hY ; we
have
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h(gep) = NX(pe)−NY (pe) if p /∈ S and e ∈ Z.

6.3.1. The case where NX(p) and NY (p) are close to each other

Theorem 6.14. Suppose |NX(p) − NY (p)| remains bounded when p varies.
Then the function p 7→ NX(p)−NY (p) is S-frobenian.
Proof. Let I be the set of values of h(gp) = NX(p)−NY (p). By assumption,
it is a finite set. Since the gp are dense in Cl(ΓS), we have h(g) ∈ I for every
g ∈ ΓS. Hence h is a virtual character that only takes finitely many values.
By Theorem 5.5, this implies the existence of a normal subgroup N of ΓS, of
finite index, such that h is constant on every N -coset. Let N be the closure
of N ; since h is continuous, it is constant on every N -coset, i.e. it comes
from a class function on the finite Galois group ΓS/N . Hence the function
p 7→ h(gp) = NX(p)−NY (p) is an S-frobenian map of P S into Z.
[Alternative proof. Since I is finite, there exists an integer m > 0 such that
the map I → Z/`mZ is injective. Hence it is enough to show that the map
p 7→ NX(p)−NY (p) mod `m is S-frobenian ; but this follows from Theorem
6.2, applied to X and to Y .]
Remarks.

1) Both proofs also show that NX(pe) − NY (pe) belongs to the set I for
every p /∈ S and every e ∈ Z.

2) When Y = ∅, the theorem says that, if NX(p) remains bounded when
p varies, then it is a frobenian function of p. This is not surprising : since the
NX(pe) are also bounded (for p large enough), one sees easily that dimX0 6 0,
so that we can apply §3.4.2.1.

3) The hypothesis that |NX(p) − NY (p)| is bounded could be weakened
to : there exists a subset Q of P , of density 1, such that p 7→ |NX(p)−NY (p)|
is bounded on Q ; this follows from the fact that the gp, for p ∈ Q, are dense
in Cl ΓS, cf. Theorem 6.7.

4) The virtual character h : ΓS → Z defined in the proof above is a
difference of two permutation characters (see §7.2.3, exerc. 3).

5) When |NX(p) − NY (p)| is unbounded, the Sato-Tate conjecture (cf.
Chap.8) implies that, for every ε > 0, there exist infinitely many p with
|NX(p)−NY (p)| > (2− ε)p 1

2 , cf. §8.4.4, exerc. 3.

6.3.2. The case where NX(p) and NY (p) are very close to each other
Theorem 6.15. Suppose NX(p) − NY (p) is equal to 0, 1 or −1 for every p
in a set of density 1. Then there are only three possibilities :
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a) NX(p) = NY (p) for every p /∈ S.
b) There exists an integer m > 0 and a Dirichlet character

ε : (Z/mZ)× → {1,−1},

such that all the prime divisors of m belong to S, and NX(p)−NY (p) = ε(p)
for every p /∈ S.

c) Same as b), with NX(p)−NY (p) replaced by NY (p)−NX(p).
Proof. Same method as for Theorem 6.14 above : the fact that the gp are dense
in Cl ΓS implies that the virtual character h takes values in {−1, 0, 1}, and
Theorem 5.2 then shows that h is either 0, or a continuous homomorphism
ε : ΓS → {1,−1}, or the negative of such a homomorphism.
Remark. Theorem 6.15 remains valid if the function p 7→ NX(p) − NY (p)
is replaced by any polynomial in NX(p), NX(p2), ..., NY (p), NY (p2), ... with
integer coefficients : if such a function takes values in {−1, 0, 1}, its restriction
to P S is either 0, or ε or −ε. The same remark applies to Theorem 6.13.

Note also that b) implies the existence of a non-zero integer d such that
NX(p)−NY (p) = (d

p
) for every p /∈ S.

Corollary 6.16. If NX(p)−NY (p) is equal to 0 or 1 for every p in a set of
density 1, then either NX(p) = NY (p) for every p /∈ S or NX(p) = 1 +NY (p)
for every p /∈ S.

This follows from Theorem 6.15 since case c) is impossible (choose p such
that ε(p) = 1), and case b) is possible only if ε = 1.
Remarks.

1) There are analogous results for NX(pe)−NY (pe). For instance, in case
b) of Theorem 6.15 , we have NX(pe) = NY (pe) + ε(pe) if p /∈ S and e ∈ Z :
this follows from the equality h = ε.

2) All three cases of Theorem 6.15 can occur, as one sees by taking X0 and
Y0 of dimension 0. For instance, if we choose X = SpecZ and Y = SpecZ[i],
we have case c), and we can choose ` = 2, S = {`} and ε(p) = (−1)(p−1)/2.

6.3.3. The density of the set of p with NX(p) = NY (p)

In this section, we assume that X and Y are separated, so that their
cohomology with proper support is well defined.

Put Bi(X) = dimH i(X, `) and B(X) =
∑

i Bi(X) ; by Artin’s compari-
son theorem, we have B(X) =

∑
i dimQH

i
c(X(C),Q). Define similarly Bi(Y )

and B(Y ), and put B = B(X) +B(Y ) = B(X t Y ).
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Theorem 6.17. Assume that NX(p) 6= NY (p) for at least one p /∈ S. Then
the set of p such that NX(p) = NY (p) has density 6 1− 1/B2.
Proof. By assumption, the virtual character h = hX − hY is not identically
zero. We may write it as h = χ1 − χ2, where χ1 and χ2 are the (effective)
`-adic characters of ΓS given by the formulae :

χ1 =
∑

i even hi,X +
∑

i odd hi,Y ,
and

χ2 =
∑

i odd hi,X +
∑

i even hi,Y .
Let a and b be the degrees of χ1 and χ2. We have a+b = B(X) +B(Y ) = B.
By Theorem 5.15, the set I of the elements g ∈ ΓS with h(g) = 0 has a Haar
measure µ(I) 6 1− 1/(a+b) sup(a, b) 6 1− 1/B2. By what we have seen in
§6.2.1, the set of p with gp ∈ I has a density equal to µ(I), hence 6 1−1/B2.
Remark. The term 1/B2 is rarely optimal. If, for instance, X0 and Y0 are
elliptic curves that are not Q-isogenous, one has B = 8, and the theorem
says that the density of the p such that NX(p) = NY (p) is 6 63/64. In
fact, that density is 6 3/4, the 3/4-case occurring when X0 has complex
multiplication, and Y0 is a non-trivial quadratic twist of it.

6.3.4. A Minkowski-style bound for the denominator of the density
We keep the hypotheses and notation of the last section. Let PI be the

set of primes p such that NX(p) = NY (p) ; we have shown that dens(PI) 6
1 − 1/B2. We are now going to give an upper bound for the denominator
of the rational number dens(PI). To state the result, let us introduce some
notation :

Let n be an integer > 1, and let M(n) denote the least common multiple
of the orders of the finite subgroups of GLn(Q). By a theorem of Minkowski
([Mi 87], see also [Se 07, §1]), we have

M(n) =
∏

p p
m(n,p), where m(n, p) = [ n

p−1 ] + [ n
p(p−1) ] + [ n

p2(p−1) ] + · · ·
Define m′(n, p) as being m(n, p) if p 6= 2 and m′(n, p) = m(n, p) + [n/2]

if p = 2. Put
M ′(n) =

∏
p p

m′(n,p) = 2[n/2]M(n).
We have for instance :

M ′(1) = 2,M ′(2) = 48,M ′(3) = 96,M ′(4) = 21640,M ′(5) = 43280.

Our estimate for the denominator of dens(PI) involves the function M ′ :
Theorem 6.18. The denominator of dens(PI) is a divisor of M ′(B), where
B = B(X) +B(Y ) as in §6.3.3.
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[For instance, if B = 3, the theorem says that dens(PI) belongs to the set
{0, 1/96, 2/96, ..., 95/96, 1}.]

Proof. We need :
Lemma 6.19. Let d and n be integers > 1. Suppose that, for every prime
`, the `′-factor of d divides the product

∏
(`− 1)(`2 − 1)· · ·(`n − 1). Then d

divides M ′(n).
Proof of the Lemma. Let p be a prime number. We have to show that the
p-adic valuation vp(d) of d is 6 m′(n, p). To do so, let us choose ` such that :

a) l ≡ 3 (mod 8) in case p = 2,
b) the image of ` in (Z/p2Z)× is a generator of that group in case p > 2.

By assumption, we have
vp(d) 6 vp((`− 1)(`2 − 1)· · ·(`n − 1)) =

∑n
i=1 vp(`

i − 1).
Assume first that p > 2. Property b) above implies that vp(`i−1) = 0 if p−1
does not divide i, and vp(`

i − 1) = 1 + vp(i) if p − 1 divides i. The sum of
the vp(`i − 1) is then easy to compute, and one finds (cf. e.g. [Se 07, §1.3.3])
that it is equal to m(n, p) = m′(n, p).
The case p = 2 is analogous : one has v2(`i−1) = 1 if i is odd, and v2(`i−1) =
2 + v2(i) if i is even.

Proof of Theorem 6.18, continued. Let d be the denominator of dens(PI) and
let ` be a prime number. If S is a sufficiently large finite set of primes, then
PI S ∩PI is of the form PC for some analytic (and even algebraic) subspace
C of GLB(Q`). The density of PC and the density of PI are the same. Hence
d is the denominator of dens(PC), and Corollary 6.12 shows that the `′-factor
of d divides the product

∏
(` − 1)· · ·(`B − 1). Since this is true for every `,

Lemma 6.19 shows that d divides M ′(B).
Remark. A similar argument gives the slightly better statement that d di-
vides

∏
iM

′(Bi(X))M ′(Bi(Y )). Note also that the same results hold for any
algebraic relation between NX(p), NX(p2), ..., NY (p), NY (p2), ... ; we thus find
a uniform bound for the denominator of the density of any set of primes
defined in such a way.
Exercise. Show that Lemma 6.19 remains valid if “ for every prime ` ” is replaced by “ for
every prime ` belonging to a set of upper density 1 ”.

87



Chapter 7. The archimedean properties of NX(p)

We keep the notation of Chapter 6. In particular, X is a scheme of finite type
over Z ; we denote by X0 the corresponding Q-variety, i.e. X/Q. The main
difference with Chapter 6 is that, instead of looking at congruence properties
of NX(p), we look at its size.

7.1. The weight decomposition of the `-adic character hX
7.1.1. The weight of an `-adic representation

Let ` be a prime number and let ρ : ΓQ → GLn(Q`) be a continuous
`-adic representation of ΓQ = Gal(Q/Q). Let w be an integer > 0. If S is a
finite set of primes, we say that ρ has weight w outside S if :

a) ρ is unramified outside S, i.e. ρ can be factored through the group ΓS
of Chapter 6.

b) For every prime p /∈ S, the eigenvalues of ρ(gp) are p-Weil integers of
weight w (cf. §4.5).
Recall that gp means the geometric Frobenius associated with p ; thanks to a), its conjugacy
class in ΓS is well defined.

When there exists such an S we say that ρ has weight w. Note that the
weight of ρ, if it exists, is unique (provided that n > 1).

An `-adic character f : ΓQ → Q` is called of weight w outside S if it is
the character of a representation of weight w outside S ; same convention for
weight w without mentioning S .

These definitions extend to `-adic virtual characters in an obvious way.
If f is such a character, the following two properties are equivalent :

i) f has weight w outside S.
ii) If f =

∑
χ nχχ, where the χ’s are irreducible and distinct, and the

integers nχ are 6= 0, then all the χ’s have weight w outside S.
In that case, the values of f on the gep, with p /∈ S and e > 0, are algebraic

integers ; their archimedean size is <<pew/2 in the following sense : there
exists C > 0 such that, for every p /∈ S, every e > 0 and every embedding
ι : Q` → C, one has |ι(f(gep))| 6 Cpew/2. More precisely, if f is the difference
of two characters of degree a and b, one may take for C the sum a+b. Of
course, one would like to say more on the size of |ι(f(gep))|/pew/2, especially
when e = 1 ; we shall come back to this question in the next Chapter.
Example. Assume ` ∈ S and let χ` : ΓS → Z×` be the `-adic cyclotomic
character of ΓS ; it is characterized by χ`(σp) = p, i.e. χ`(gp) = p−1. The
character χ−1` has weight 2.
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The weight 0 case is easy to describe :
Theorem 7.1. Let f1 and f2 be two continuous `-adic characters of ΓS, and
let f be the virtual character f1−f2. The following properties are equivalent :

a) f is of weight 0 outside S.
b) The elements f(gp), p /∈ S, belong to a finite subset of Q`.
c) f factors through a finite quotient ΓS/N , where N is an open normal

subgroup of ΓS.
[Note that, in case c), f defines a virtual character of ΓS/N , cf. Theorem
5.6.]
Proof.

a)⇒ b) : It is enough to prove this when f is the character of a continuous
representation ρ : ΓQ → GLn(Q`) that is of weight 0 outside S. For every
p /∈ S, the eigenvalues of ρ(gp) in Q` are p-Weil integers of weight 0, i.e. roots
of unity. This means that the semisimple component ρ(gp)

ss of ρ(gp) has finite
order. But the order of the torsion elements of GLn(Q`) is bounded, a rough
bound being for instance `n

∏n
i=1(`

i− 1). Hence the trace of ρ(gp)
ss, which is

the same as the trace of ρ(gp), belongs to a finite subset of Q`.
b) ⇒ c) : By Theorem 5.5, there exists a normal subgroup N0 of ΓS, of

finite index, such that f is constant on every N0-coset of ΓS. The closure
N = N0 of N0 has finite index, hence is open ; since f is continuous, f is
constant on every N -coset of ΓS.

c) ⇒ a) : Clear.
Weight decompositions.

If f is a virtual `-adic character of ΓQ, and if f =
∑

w fw, where each fw
has weight w, we say that f has a weight decomposition ; if such a decomposi-
tion exists, it is unique : this follows from the fact that irreducible characters
with different weights are distinct.
Basic properties of the weight decompositions.

We have the standard properties of a grading ; for instance, if f has weight
w and f ′ has weight w′, then ff ′ has weight w + w′.

The same applies to the λ and Ψ operations on virtual characters (cf.
§5.1.1.2) : if f has weight w and if n ∈ N, then the virtual characters λnf
and Ψnf have weight nw.
[Proof. Assume first that f is effective, hence is the character of a representa-
tion ρ of weight w. In that case, if the eigenvalues of ρ(gp) are p-Weil integers
of weight w, those of ∧nρ(gp) are products of n such, which shows that ∧nρ
has weight nw. The general case follows, because, if f = g − h, then both
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λnf and Ψnf can be written as homogeneous polynomials of weight n in the
λig and the λjh.]
Conjugate characters.

Let f be a virtual character of weight w outside S, and assume that ` ∈ S ;
let us denote by χ` the `-cyclotomic character (see above). The character

χ−w` Ψ−1f , i.e. γ 7→ χ`(γ)−wf(γ−1),
has also weight w. This character deserves to be denoted by f : its values on
the powers of the Frobenius elements are the complex conjugates of those of
f 48. In particular, the following three properties are equivalent :

f = f ;
f(gp) is a totally real algebraic integer for every p /∈ S ;
f(gep) is a totally real algebraic number for every p /∈ S and every e ∈ Z.

Exercise. Let (f, S, w) be as above.
a) Assume p /∈ S. Show that f(g−ep ) = p−ewf(gep) for every e ∈ Z.

[Hint. Use the fact that, if λ is a q-Weil integer of weight w, one has λ−1 = q−wλ̄.]
b) Assume w is odd and that all the f(gp) belong to Z. Let c be the complex conju-

gation in ΓS (it is well defined up to conjugation). Show that f(c) = 0.
[Hint. Use the fact that χ`(c) = −1.]

7.1.2. Weight decomposition of hX
Recall that X is a scheme of finite type over Z, and X0 = X/Q. If ` is

a prime number, we have defined in §6.1.1 an `-adic virtual character of ΓQ

that we denoted by hX ; here, we shall write it as hX,` when its dependence
from ` will be important. Note that hX,` depends only on the Q-variety X0

and on ` ; when X0 is separated, it is the alternating sum of the characters
hi,X,` associated with the Galois representations that we denoted by H i(X, `).
Theorem 7.2. Assume that X0 is separated. Each hi,X,` has a weight decom-
position in which the weights are 6 i.
Proof. Let us decompose hi,X,` into a sum of irreducible characters, and let f
be one of them. We need to prove that f has a weight, and that this weight
is 6 i. This follows from the following two results :
Proposition 7.3. There exists a smooth projective variety Y over Q, of
dimension 6 dimX0, and an integer j 6 i such that f occurs as an irreducible
component of hj,Y,`.

48. More correctly, for every embedding ι : Q` → C, we have ι(f(γ)) = ι(f(γ)) for every
element γ ∈ ΓS that is a power of a σp with p /∈ S.
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Proof. We use induction on dimX0. The case dimX0 = 0 is trivial. If
dimX0 > 0, we may assume that X0 is reduced, and, by a well-known theo-
rem of Hironaka (resolution of singularities, cf. [Hi 64] and also [Ko 07]),
there exists a dense open affine subscheme U of X0 that can be embedded
as a dense open subscheme into a smooth projective Q-variety Z ; note that
the dimensions of X0, U and Z are the same. We then use the two exact
sequences of `-adic representations :

H i(U, `)→ H i(X0, `)→ H i(X0 − U, `)
and

H i−1(Z − U, `)→ H i(U, `)→ H i(Z, `).
[Recall that H i(U, `) is an abbreviation for H i

c(U/Q,Q`), cf. §6.1.1.]
The first exact sequence shows that f occurs either in hi,X0−U,` or in hi,U,`. In
the first case, we apply the induction hypothesis to X0 U , whose dimension
is < dimX0. In the second case, the second exact sequence shows that, either
f occurs in hi,Z,`, in which case we win since Z is projective and smooth, or
f occurs in hi−1,Z−U,`, and we apply the induction assumption.

Remark. By taking hyperplane sections, we could choose Y such that
dimY 6 i.
Proposition 7.4. If X0 is proper and smooth over Q, then hi,X,` is of
weight i.
Proof. The hypothesis is equivalent to saying that X is proper and smooth
over a dense open subset of SpecZ. If S is the complement of that set, S is a
finite set of primes. We may then apply Theorem 4.13 with S` = S ∪{`} (see
the references given in §4.8.4) : if p /∈ S`, the eigenvalues of gp on H i(X, `) are
the same as those of the Frobenius endomorphism F of H i

c(Xp,Q`), where
Xp is the reduction mod p of X. By Deligne’s Theorem 4.5, these values are
p-Weil integers of weight i.
End of the proof of Theorem 7.2. To prove that f has a weight 6 i, Proposi-
tion 7.3 allows us to assume that X0 is proper and smooth over Q, in which
case we apply Proposition 7.4.
Theorem 7.5. The virtual character hX,` has a weight decomposition.
Proof. When X is separated, this is a consequence of Theorem 7.2, since
hX,` is the alternating sum of the hi,X,`. The general case follows, since, by
definition (cf. end of §6.1.1), hX,` is a Z-linear combination of some hU,`, with
U separated.
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Notation. If i is an integer, we shall denote by hiX,` the component of weight
i of hX,`, multiplied by (−1)i. By definition, we have 49

Formula 7.6. hX,` =
∑

i (−1)ihiX,` .
WhenX0 is proper and smooth, this decomposition coincides with the one

used in §6.1.1, i.e. hiX,` = hi,X,`. (It is in order to have this simple formula that
we put the factor (−1)i in the definition of hiX,`.) In general, the characters
hiX,` are not effective (except when i > 2 dimX0−1, see §7.1.4 and §7.1.5). A
simple example is X0 = Gm = P1 {0,∞}, where d = 1, h2X,` = χ−1` , h1X,` = 0
and h0X,` = −1.

Exercise. Show that Ψ−1hiX,` = χi` h
i
X,`. Assume that X0 is projective, smooth, and that

all its components have the same dimension d. Use Poincaré duality to show that hiX,` =

χd−i` h2d−i
X,` , and deduce that Ψ−1hX,` = χd` hX,`.

7.1.3. Basic properties of the hiX,`
The first one is that hiX,` depends additively on X0 : if U ⊂ X0 is open, we
have

hiX,` = hiU,` + hiX−U,`.
This follows from the corresponding property of hX,`. As an application, we
have :
Proposition 7.7. There exist smooth projective varieties Yα and Zβ, of di-
mension 6 dimX0, such that hiX,` =

∑
α h

i
Yα,`
−
∑

β h
i
Zβ ,`

for every i and
every prime `.
Proof. This is done by induction on dimX0. The method is the same as the
one used for Proposition 7.3 ; if U ⊂ X and Z ⊃ U are as in that proof, the
induction assumption gives us a decomposition of the hiZ−U,` and hiX−U,` of
the required type. By additivity, we have :

hiX,` = hiX−U,` − hiZ−U,` + hiZ,` ,
as wanted.

(Another way to present this proof is to introduce the Grothendieck group
of all reduced Q-varieties and show that it is generated by the classes of the
smooth projective varieties, cf. [GS 96].)
Theorem 7.8. Assume X0 6= ∅; let d = dimX0.

a) hiX,` = 0 if i > 2d.

49. Warning. The letter i in hiX,` is merely an upper index ; it should not be confused
with a power. When we need the square of hX,`, we shall write it hX,`.hX,`.
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b) If d < i 6 2d, then hiX,` is divisible by χd−i` , i.e. its product by χi−d` is
a virtual character of weight 2d− i.

c) If the finite set S of §7.1.1 is large enough, then hiX,`(g
e
p) belongs to

Z[1/p] for every p /∈ S and every e; it belongs to Z if e > 0.
d) If c denotes complex conjugation, the value of hiX,` on c is an integer

that does not depend on `; it is 0 if i is odd.
e) Let `′ be another prime number. If the set S is large enough, and if p

is a prime with p /∈ S, the values of hiX,` and hiX,`′ on the elements gep (e ∈ Z)
are the same.

[Note that property e) makes sense because of c).]
Proof. By Proposition 7.7, it is enough to prove this whenX0 is projective,

smooth, and all its components have dimension d′ 6 d. The case d′ < d is a
consequence of the case d′ = d. We may thus assume that d′ = d. We then
have hiX,` = hi,X,` and the theorem follows from the well-known properties
of the `-adic cohomology of projective smooth varieties (including Deligne’s
theorem). More precisely :

a) : clear.
b) : Suppose d < i 6 2d ; let L ∈ H2(X0, `)⊗Q`(1) be the `-adic cohomo-

logy class of an ample divisor ofX0. Hodge theory shows that the cup-product
by the (i−d)-power of L gives an isomorphism

H2d−i(X0, `)⊗Q`(d−i) →̃ H i(X0, `).
This isomorphism is compatible with the action of ΓQ. Hence hiX,` is equal
to χd−i` h′, with h′ = h2d−iX,` .

c) and e) : follow from Deligne’s Theorem 4.5.
d) : follows from Artin’s comparison theorem and the fact that complex

conjugation interchanges the summands of the Hodge decomposition of the
cohomology.

A corollary of e) is that, for a given i, the value at 1 of hiX,` belongs to
Z and is independent of `. We shall denote it by Bi(X), or Bi(X0). It is the
i-th virtual Betti number of X0. If Yα and Zβ are chosen as in Proposition
7.7, one has

Bi(X) =
∑

αBi(Yα)−
∑

β Bi(Zβ).

Note the formula :∑
(−1)iBi(X0) = hX(1) = χ(X(C)) =

∑
(−1)iBi(X),

where now χ denotes the Euler-Poincaré characteristic (instead of the cyclo-
tomic character ...).
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Remarks.
1) The weight decomposition of the cohomology can be refined into a

decomposition in the setting of Chow motives, cf. [GS 96]. Indeed, one of
the reasons for Grothendieck introducing motives in 1964 was to explain the
existence of the virtual Betti numbers, which I had pointed out to him as an
intriguing consequence of Weil’s conjectures.

2) Part e) of Theorem 7.8 expresses the compatibility (in the sense of
[Se 68, I.2.3]) of the characters hiX,` for fixed X, i, when ` runs through the
different primes. As a matter of fact, the proof also gives strong compatibility,
namely the existence of a finite set S of primes such that “ everything behaves
well outside S ” in the following sense :
(7.1.2.1) Each hiX,` is of weight i outside S` = S ∪ {`}.
(7.1.2.2) If `, `′ are two primes, and if p /∈ S`,`′ = S ∪{`}∪ {`′}, the values of
hiX,` and hiX,`′ at all the gep are the same.
[Proof. Choose S such that the Q-varieties Yα and Zβ of Proposition 7.7
have good reduction outside S, i.e. are the generic fibers of smooth projective
schemes over SpecZ S. ]

Property (7.1.2.2) allows us to introduce the notation hiX(pe) for p /∈ S,
and e ∈ Z, as the common value of the hiX,`(gep), for all ` 6= p. By the results
of Katz-Laumon 50 quoted in §4.8.4, one may choose S such that
(7.1.2.3) NX(pe) =

∑
i(−1)ihiX(pe) for every p /∈ S, and every e.

The decomposition of NX(p) so obtained is convenient for describing its
archimedean properties since each summand hiX(pe) is O(pei/2) if e > 0 and
is expected (see Chapter 8) to be often of that size, unless it is identically 0.
In the next section we are going to look more closely into the two top terms
i = 2d and i = 2d−1, together with the lowest term i = 0.

The zeta point of view
Let p be a prime, and let ζX,p(s) be the p-component of ζX(s), cf. §1.5.

By Deligne’s Theorem 4.5, we may write it as follows :
ζX,p(s) =

∏
j(1− αjp−s)/

∏
l(1− βlp−s),

where the αj and the βl are p-Weil integers. We have
(*) NX(pe) =

∑
l β

e
l −

∑
j α

e
j for every e ∈ Z.

We may rewrite this formula by putting together all the terms with the same
weight. This gives :

50. This can also be done, more simply, by reduction to the case where X0 is projective
and smooth.
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NX(pe) =
∑

iN
i
X(pe),

where N i
X(pe) is defined by the same formula as (*), the sums being restricted

to the αj and the βl that have weight i. For p large enough, N i
X(pe) coincides

with the rational number hiX(pe) defined above if i is even, and with −hiX(pe)
if i is odd. This is easy to check when X0 is a projective smooth variety, and
the general case follows by reduction to that case.
Exercise. Show that hiX(p−e) = p−iehiX(pe) for every e ∈ Z ; if moreover X0 is smooth
projective, and all its components have dimension d, show that hX(p−e) = p−dehX(pe).
[Hint. Use the exercise of §7.1.2.]

7.2. The weight decomposition : examples and applications
We keep the hypotheses and notation of Theorem 7.8 ; in particular, we

assume X0 6= ∅, and we put d = dimX0.
7.2.1. The dominant term : i = 2d

Lemma 7.9. If i = 2d or 2d− 1, the virtual character hiX,` is effective, and
it is a birational invariant of X0.
Proof. The birational invariance means that hiX,` does not change when one
adds to X0, or removes from it, a subvariety Z of dimension 6 d − 1 ; this
follows from the additivity of hiX,` and the vanishing of hiZ,` for i > 2dimZ. By
Hironaka’s theorem, there exists a projective smooth variety Y of dimension
6 d that is birationally equivalent to X0 (assuming X0 to be reduced, which
is no restriction). Hence we have

hiX,` = hiY,` = hi,Y,` when i = 2d or 2d− 1,
which shows that these characters are effective.

The case i = 2d is easy to describe concretely :
Let IX be the set of irreducible components of dimension d of X = X/Q.

There is a natural action of ΓQ on IX . Let εX : ΓQ → N be the permutation
character of that action ; if γ ∈ ΓQ, we have

εX(γ) = |IγX | = number of elements of IX fixed by γ.
Proposition 7.10. h2d = χ−d` εX , i.e. h2d(p) = pdεX(gp) for every large
enough p. In particular, we have B2d(X) = |IX |.
[Note that εX(gp) = εX(σp) since a permutation representation is self-dual ;
we shall denote this integer by εX(p).]
Proof. Thanks to Proposition 7.7, we may assume that X0 is projective,
smooth, and that all its components have dimension d. Poincaré duality then
shows that
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hiX,` = χd−i` h2d−iX,` .
For i = 2d, this gives what we want 51.
Corollary 7.11.We have NX(p) = εX(p)pd +O(pd−

1
2 ) when p→∞.

Indeed, the other terms of formula (7.1.2.3) are O(pd−
1
2 ) since they come

from virtual characters of weight 6 2d−1. Note that there is an analogous
result for NX(pe), namely :

|NX(pe)− εX(pe)ped| << pe(d−
1
2
), for p large enough, and e > 1,

where εX(pe) stands for εX(gep).
Corollary 7.12. Let r = |IX | be the number of irreducible components of
dimension d of X. We have

lim supNX(p)/pd = r.
Moreover, there exists a frobenian set of primes PX , of density > 1/r!, such
that

|NX(p)− rpd| << pd−
1
2 for p ∈ PX .

Proof. The lim sup assertion follows from the previous corollary, and the fact
that 0 6 εX(p) 6 εX(1) = r. As for PX , one takes the set of primes p that
act trivially on IX ; this is a frobenian set, whose density is 1/|G|, where G
is the image of ΓQ → Aut(IX) ; the order |G| of G is a divisor of r! .
Corollary 7.13. Let r0 be the number of Q-irreducible components of X0 of
dimension d. There exists c > 0 such that :∑

p6xNp(X) = r0Li(xd+1) +O(xd+1e−c
√
log x) for x→∞.

Under GRH, the O-term on the right can be replaced by O(xd+
1
2 log x).

[In particular, we have
∑

p6xNp(X) ∼ r0
d+1

xd+1/log x for x→∞.]
Proof. By Corollary 7.11, we may write the left hand term of the formula as∑

p6x ε(p)p
d + O(

∑
p6x p

d− 1
2 ).

By Theorem 3.5, applied to m = d− 1
2
, the right hand term is O(xd+

1
2/log x) ;

it can thus be neglected. As for the left hand term, note first that r0 is the
number of ΓQ-orbits of IX , i.e. the mean value of εX in the sense of §3.3.3.5 ;
as explained there, Theorem 3.5, applied to f(p) = εX(p) and to m = d,
gives :∑

p6x εX(p)pd = r0Li(xd+1) +O(xd+1e−c
√
log x) for x→∞.

51. Another proof, independent of the resolution of singularities, follows from the general
properties of the “trace map”, cf. [SGA 4, XVIII.2.9] or [Mi 80, VI §6].
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The corollary follows.
Corollary 7.14. Suppose that X0 is normal and that all its irreducible com-
ponents have dimension d. Then, if p is large enough, we have :

NX(p) > 0 ⇐⇒ εX(p) > 0.
[Recall that εX is the permutation character associated with the set IX , and
that εX(p) is an abbreviation for εX(gp) = εX(σp).]
Proof. If εX(p) > 0, Corollary 7.11 shows that NX(p) > pd +O(pd−

1
2 ), hence

NX(p) > 0 if p is large enough.
It remains to show that NX(p) = 0 if εX(p) = 0 and p is large enough.

We can obviously remove from X a finite number of Xp ; this allows us
to assume that X is normal, and also that it is affine and irreducible. Let
A = H0(X,OX) be the affine ring of X ; it is a normal domain. Let K be
the field of fractions of A (i.e. the field of rational functions on X0) and
let E be the algebraic closure of Q in K, i.e. the maximal subfield of K
that is algebraic over Q. The field E is a finite extension of Q (see e.g. [A
IV-VII, Chap.V, §14, cor.1 to prop.17]). Let OE be the ring of integers of
E ; since the elements of OE are integral over Z, and A is normal, OE is
contained in A ; hence E is contained in A0 = Q⊗A, which is the affine ring
of X0. Let IE be the set of all embeddings E → Q ; this is a ΓQ-set, that
is isomorphic to the set denoted previously by IX . [Indeed, every embedding
ι : E → Q gives a Q-algebra Aι = A⊗E Q, and the Q-algebra A = A⊗Q Q
is the direct product of the Aι ; hence the minimal ideals of A correspond
bijectively to the embeddings E → Q.] Let SE be the set of primes which
divide the discriminant of E. If p /∈ SE, the ring OE/pOE is a product of finite
extensions of Fp ; let n1(p), ..., nk(p) denote the degrees of these extensions.
These degrees are equal to the orders of the orbits of σp on IE. If εX(p) = 0,
none of these orbits has order 1. This means that there does not exist any
homomorphism OE → Fp ; since OE is a subring of A, there does not exist
any homomorphism A→ Fp, i.e. NX(p) is 0.
Exercise. Suppose that X0 is normal and Q-irreducible, but not geometrically irreducible,
so that the number r of its Q-irreducible components is > 1. Show that the density of the
set of p with NX(p) = 0 is > 1/r.
[Hint. Use Corollary 7.14 together with the following result of P.J. Cameron and A.M.
Cohen ([CC 92], see also [Se 02]) : if G is a finite group acting transitively on a set with
r elements, with r > 1, and if R is the set of g ∈ G which have no fixed point, then
|R|/|G| > 1/r.]

7.2.2. The next-to-dominant term : i = 2d− 1
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As shown in Lemma 7.9, the character h2d−1X,` is effective, and is a birational
invariant of X0. To describe it, we may thus assume that X0 is a smooth
projective variety over Q, and we may also assume that it is Q-irreducible.
As in the section above, let K be its function field, and let E be the maximal
subfield of K that is algebraic over Q. The field E is a finite extension of Q,
and the projection X0 → SpecQ factors in

X0 → SpecE → SpecQ.
We may thus view X0 as a geometrically irreducible smooth projective

variety over E (this is an example of a “Stein factorization”, cf. [Ha 77,
Cor.11.5]).

Let Alb denote the Albanese variety of the E-variety X0 ; it is an abelian
variety over E. Let A = RE/QAlb be the Q-abelian variety deduced from Alb
by the Weil’s restriction of scalars functor (see e.g. [We 61, §1.3] and [BLR
90, §7.6]). This variety gives us the character h2d−1X,` we were looking for. More
precisely :
Proposition 7.15. We have h2d−1X,` = χ1−d

` h1A,`. In particular B2d−1(X) =
2dimA .
[Recall that h1A,` is the character of ΓQ associated with the first cohomology
group of A/Q, i.e. the dual of the `-Tate module of A.]
Proof. This follows from the following two facts from Hodge theory, combined
with the standard construction of the Albanese variety :

a) There is a natural isomorphism H1(A, `)→ H1(X0, `).
b) One has h2d−1X,` = χ1−d

` h1X,`, cf. proof of Proposition 7.10.
Remark. Instead of using the Albanese variety, we could have used the Picard
variety : these varieties are isogenous, hence have the same `-adic cohomology.
Example. Suppose E = Q, i.e. X0 is geometrically irreducible. In that case,
Proposition 7.14 gives the following description of the integer h2d−1(p), when
p is large enough : it is equal to pd−1Tr(Fp), where Fp is the Frobenius endo-
morphism of Ap. If g = 1

2
B2d−1(X) is the dimension of A, we have

−2gpd−
1
2 6 h2d−1(p) 6 2gpd−

1
2 .

It is expected that these bounds are essentially optimal, i.e. that the
ratio h2d−1(p)/pd−

1
2 can be arbitrary close to any given point of the inter-

val [−2g, 2g]. This would follow from the general Sato-Tate conjecture ; see
Chapter 8 for more precise statements (esp. §8.1.4.2) and for references to
the case g = 1, that has been settled recently (see §8.1.5).
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7.2.3. The lowest term : i = 0

Proposition 7.16. The virtual character h0X,` is a Z-linear combination of
permutation characters; it is independent of the choice of `.
Proof. By Proposition 7.7, it is enough to prove this when X0 is a smooth Q-
irreducible projective variety ; in that case, h0X,` is equal to the permutation
character εX defined in §7.2.1, namely the character associated with the
action of ΓQ on the set of irreducible components of the Q-variety X = X0/Q.
Remark. Proposition 7.16 implies that h0X,` is a virtual character over Q, i.e.
the difference of two continuous linear representations ΓQ → GLn(Q) and
ΓQ → GLm(Q), for suitable integers n,m, with n−m = B0(X). We may thus
write it simply h0X , without mentioning `. The fact that this character is a
difference of two permutation characters is a non-trivial piece of information :
there exist characters over Q which are not of that form, cf. [Se 77, §13.1,
exerc. 4].
Exercises.
1) Let ψ : ΓQ → Z be a virtual character of ΓQ that is the difference of two continuous
permutation characters. Show that there exists X with h0

X = ψ.
[Hint. It is enough to prove this when ψ is a permutation character (take X0 of dimension
0 in that case), and when −ψ is a permutation character (take X0 = A1 − Y , where Y is
a 0-dimensional closed subscheme of A1).]
2) Let G = PSL2(F5) or PSL2(F7). Show that every Q-valued virtual character of G
is a difference of two permutation characters. (This applies in particular to the virtual
characters with set of values {0, 3} constructed in Exercise 2 of §5.1.5 ; by Exercise 1
above, these characters can occur as h0

X for a suitable X.)
3) Let X,Y be two schemes of finite type over Z. Use Theorem 7.1 to show that the
following four properties are equivalent :

a) |NX(p)−NY (p)| remains bounded when p varies, cf. §6.3.1.
b) hX,` − hY,` has weight 0.
c) hX,` − hY,` is the difference of two permutation characters.
d) hiX,` = hiY,` for every i > 0 (for every ` – or for a given `, it amounts to the same).

If these properties hold, show that there exist two polynomials f, g ∈ Z[t] such that
NX(pe) +Nf (pe) = NY (pe) +Ng(p

e) for every large enough p and every e.

7.2.4. The set of p with NX(p) > 0

Let us denote by PX the set of p ∈ P such that NX(p) > 0. In the special
case X = SpecZ[t]/(f), with f ∈ Z[t], let us write Pf instead of PX , so that
p ∈ Pf ⇐⇒ f has a root mod p.

The following theorem shows that every PX is equal to some Pf : the spe-
cial case gives as much as the general case. This surprising result is essentially
due to J. Ax and L. van den Dries ([Ax 67], [Dr 91]). More precisely :
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Theorem 7.17. Let Q be a subset of P . The following properties are equi-
valent :

i) There exists a scheme X of finite type over Z such that Q = PX .
ii) There exists f ∈ Z[t] such that Q = Pf .
iii) There exists a continuous permutation character ε of ΓQ such that

ε(gp) > 0⇐⇒ p ∈ Q for every large enough p.
iv) The set Q is frobenian, and if UQ is the corresponding open and closed

subset of ΓQ (in the sense of §3.3.1), then UQ is stable under γ 7→ γe for every
e ∈ Z.
Proof. Let us show first that i), ii) and iii) are equivalent :

ii) ⇒ i) is clear.
iii) ⇒ ii). Let I be a finite set with a continuous ΓQ-action with cha-

racter ε. By Galois theory there exists a finite étale Q-algebra E such that
Homalg(E,Q) ' I, see e.g. [A IV-VII, §V.10.10]. Since Q is infinite, E can
be generated by one element ([A IV-VII, §V.7, prop.7]). This means that
we can find a non-zero polynomial h ∈ Q[t] such that E ' Q[t]/(h). Since
we are free to multiply h by a non-zero scalar, we may assume that h has
coefficients in Z. Let n = [E : Q] = deg h. Since E is étale, the discriminant
d of h is 6= 0. Let S be the set of primes that divide either d or the highest
coefficient of h. If p /∈ S, the Fp-algebra Fp[t]/(h) is étale of rank n, and it
splits into a product of extensions of Fp whose degrees are the orders of the
orbits of σp (or of gp) acting on I. Hence, for p /∈ S, we have ε(gp) > 0 if and
only if h has a zero mod p. By iii), this means that the two sets Ph and Q
only differ by a finite set. It remains to replace h by another polynomial f in
such a way that Pf and Q actually coincide ; this follows from the following
lemma, which shows that one can add or substract any given prime to Ph :
Lemma 7.18. Let h be a non-zero element of Z[t], and let p be a prime
number. There exist non-zero elements h+ and h− of Z[t] with the following
properties :

a) h+ has a root mod p ;
b) h− has no root mod p ;
c) If p′ 6= p, then h+ and h− have a root mod p′ if and only if h does.

[More briefly : Ph+ = Ph ∪ {p}, Ph− = Ph if p /∈ Ph and Ph− = Ph {p} if
p ∈ Ph.]
Proof of Lemma 7.18. Put h+ = ph and define h− as follows :

if the constant term of h is 0, take h− = 1 + pt ;
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if the constant term of h is 6= 0, let e be its p-adic valuation and take
h−(t) = p−eh(pe+1t).
Proof of i) ⇒ iii). Let X be of finite type over Z. We want to prove that
there exists a permutation character ε such that ε(gp) > 0 ⇐⇒ NX(p) > 0
for every large enough p. If X is an union of two closed (or open) subschemes
and if the statement is true for both of these, then it is true for X. By a
standard argument, we may thus assume that X is normal and irreducible,
in which case the result follows from Corollary 7.14.

It remains now to see that property iv) is equivalent to i), ii), iii) :
iii) ⇒ iv). If iii) holds, it is clear that Q is frobenian. The stability of

UQ ⊂ ΓQ by γ 7→ γe is also clear : if gp has a fixed point, the same is true for
all the gep.

iv)⇒ iii). Assume iv). Choose a normal open subgroup N of ΓQ such that
N.UQ = UQ, and let G = ΓQ/N ; let UN be the image of UQ in G. The set
UN is stable under conjugation, and under the power maps γ 7→ γe, e ∈ Z.
We are thus reduced to proving the following lemma :
Lemma 7.19. Let G be a finite group, and let V be a subset of G that is
stable under conjugation and under the power maps g 7→ ge. There exists a
finite G-set I such that g ∈ V ⇐⇒ Ig 6= ∅.
Proof of Lemma 7.19. Let C be the set of cyclic subgroups of G contained in
V . Take for I the disjoint union of the G/C for C ∈ C.
This concludes the proof of Theorem 7.17.
Exercises.
1) Show that, in property iv) of Theorem 7.17, one may replace “ for every e ∈ Z ” by
“ for every e in a subset of Z that is dense in Ẑ ”.
2) Let X be a scheme of finite type over Z, let e be an integer > 1 and let P eX be the set of
primes p such that NX(pe) > 0. Show that P eX has the four properties listed in Theorem
7.17.
[Hint. If X is quasi-projective, its cyclic e-th power Xe = Xe/Ce is well defined (Ce being
the cyclic group Z/nZ acting on Xe = X×···×X by cyclic permutations of the e factors).
Show that P eX = PXe .]

7.2.5. Application : a characterization of affine-looking schemes
As above we assume X0 6= ∅ ; let d be its dimension.
Let us say that X0 is “affine-looking” if NX(p) = pd for all large enough

p . This is equivalent to hX,` = χ−d` , and hence also to NX(pe) = ped for all
large enough p and all e ∈ Z. Note that, in such a case, we have the identity

101



NX(pe) = NX(p)e for all large enough p and all e.
Conversely, let us show that, if this equation holds for e = 2, then X0 is
affine-looking. More precisely :
Theorem 7.20. Suppose that NX(p2) = NX(p)2 for every p in a set of
density 1. Then X0 is affine-looking.
Proof. Choose a prime `, and a finite set S of primes such that NX(pe) =
hX,`(g

e
p) for every p /∈ S. Let us drop the indexes X, ` from the notation. We

have :
NX(p2) = h(g2p) = Ψ2h(gp) if p /∈ S.

[Recall that Ψ2h is the function γ 7→ h(γ2), cf. §5.1.1.3.]
By assumption, the two virtual characters Ψ2h and h.h have the same

value for all the gp where p runs through a set of density 1. Since such gp are
dense in Cl ΓS, this implies that Ψ2h = h.h. Let h2d be the component of
weight 2d of h ; the components of weight 4d of Ψ2h and h.h are respectively
Ψ2h2d and h2d.h2d. Hence we have

(∗) Ψ2h2d = h2d.h2d.
Let us write h2d = χ−dε as in Proposition 7.10, where χ is the cyclotomic

character and ε = εX is a permutation character. We have Ψ2h2d = χ−2dΨ2ε,
hence formula (∗) shows that Ψ2ε = ε.ε. Let n = ε(1) be the degree of the
permutation character ε ; the value at 1 of Ψ2ε is n and the value at 1 of ε.ε
is n2. Hence n2 = n, which implies n = 1 since n > 0 ; the main term of h is
thus χ−d.

Let us now show that all the other terms of the weight decomposition of
h are 0. Suppose not, and let hi be the highest non-zero one, with 0 6 i < 2d.
We have

h = χ−d + hi + terms of weight < i,
which implies :

h.h = χ−2d + 2χ−dhi + terms of weight < 2d+ i,
and

Ψ2h = χ−2d + Ψ2hi + terms of weight < 2i.
In particular, the component of weight 2d + i of Ψ2h is 0. By comparing
with the expansion of h.h, we get χ−dhi = 0 and since χ−d is invertible, this
implies hi = 0, which is a contradiction. Hence h = χ−d, as wanted.
Remarks.

1) The relation Ψ2h = h.h is equivalent to λ2h = 0, and the proof above
could have been written in terms of λ2 instead of Ψ2 ; one would then use
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the identity λ2(x+ y) = λ2x+ λ2y + xy.
2) The assumption that the set of p has density 1 can be weakened, cf.

exercise 2 below.
3) Suppose X0 is affine-looking ; it then has only one irreducible com-

ponent of dimension d, that we assume to be reduced. One may ask whether
that component is birationally isomorphic to the affine space Ad, i.e. whether
its function field is isomorphic to Q(t1, ..., td). The answer is : no.

Indeed, let G be a finite subgroup of GLd(Q) ; choose for X0 the quotient
Ad/G. As mentioned in §6.1.3, X0 is affine-looking ; its function field is the
subfield of Q(t1, ..., td) fixed under G and there are well-known examples
where this field is not purely transcendental over Q, for instance when G is
cyclic of order 47 ([Sw 69], [Vo 70]) or of order 8 ([Le 74]).
Exercises.
1) Let a, b be integers > 1 and suppose that NX(pa) = NX(p)b for every p in a set of
density 1. Show that X0 is affine-looking, and that its dimension is 0 if a 6= b.
[Hint. Same method as for Theorem 7.20.]
2) Let B =

∑
iBi(X), and C = B(B − 1)/2. Show that Theorem 7.20 remains valid if

“ density 1 ” is replaced by “ density > 1− 1/C2 ”.
[Hint. Use exerc. 3 of §5.3.3.]
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Chapter 8. The Sato-Tate conjecture

The original Sato-Tate conjecture (which recently became a theorem)
was about an elliptic curve X over Q, with no complex multiplication : if
the corresponding NX(p) is written as p+ 1− ap, it said that the ratio ap/p

1
2

is equidistributed in the interval [−2, 2] with respect to a measure which is
independent ofX, namely the Sato-Tate measure, cf. §8.1.5.2. This conjecture
has a natural generalization to every motive ([Se 94, §13]).

The aim of the present chapter is to explain this general conjecture in the
context of NX(p), for an arbitrary X, and to see what it implies concretely.
As in the previous chapter, we assume that the ground field is Q, but almost
everything could be done over any field which is finitely generated over Q,
as explained in §9.5.4.

8.1. Equidistribution statements
We start by giving a list of statements which are consequences of the

general Sato-Tate conjecture.

8.1.1. Introduction
Let X be, as usual, a scheme of finite type over Z. For every w ∈ N,

we have defined in §7.1 an `-adic virtual character hwX,` that is of weight w
outside some finite set S of primes ; if p /∈ S, let us denote by hw(p) (or hwX(p)
if we want to keep track of X) the value of that character at the geometric
Frobenius gp ; it is an integer. If S is large enough, we have

NX(p) =
∑

w(−1)whw(p)

and each hw(p) has absolute value <<pw/2 ; more precisely (cf. §7.1.1), if
hwX,` is the difference of two effective characters of degree a and b, we have
|hw(p)| 6 Cpw/2, with C = a + b. We now normalize hw(p) by defining
f(p) ∈ R via the formula

f(p) = hw(p)/pw/2.
[When we need to specify X and w, we shall write fX,w instead of merely f .
We may also define in a similar way f(pe) = hw(pe)/pew/2 for every e ∈ Z,
and in particular f(1) = hw(1) = a − b, with the same notation as above.
Note that the case e < 0 is not very interesting, since it follows from §7.1.1
that f(p−e) = f(pe).]

Let I = [−C,C]. We have f(p) ∈ I. When p varies, what is the distribution
of f(p) in the interval I ? The general form of the Sato-Tate conjecture, that
we shall state more precisely in §8.2, gives a partial answer to that question.
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Indeed, this conjecture implies the following statements 52 (see §8.4 for the
proofs) :

8.1.2. Equidistribution
There exists a (unique) positive measure µ of mass 1 on I = [−C,C] such

that the sequence f(p) (p ∈ P S) is µ-equidistributed.
Let us recall what this means. By definition (cf. [INT, Chap. II]), a po-

sitive measure µ on I is a linear form ϕ 7→ µ(f) on the space of continuous
complex valued functions on I, with the following property :

ϕ real > 0 ⇒ µ(ϕ) real > 0.
It is customary to write µ(ϕ) with an integral sign, such as

∫
I
ϕµ or∫

I
ϕ(z)µ(z) or

∫
z∈I ϕ(z)µ(z).

The mass (or total mass) of µ is the integral of the constant function 1,
i.e. µ(1) =

∫
I
µ.

The equidistribution of the f(p)’s means that
(*) µ(ϕ) = limx→∞

1
πS(x)

∑
p6x ϕ(f(p)) for every continuous ϕ,

where the summation is over the primes p /∈ S with p 6 x, and πS(x) is the
number of such primes.

For every z ∈ I let us denote by δz the Dirac measure at z, i.e. the
linear form ϕ 7→ ϕ(z). Condition (*) means that µ is the limit, for the weak
topology, of the measure 1

πS(x)

∑
p6x δf(p).

One can also rewrite condition (*) in terms of measures of subsets of I :
one asks that it be true for every characteristic function of a µ-quarrable
set 53, cf. [Se 68, App. to Chap.I, Proposition 1].

8.1.3. Structure of µ
The measure µ has remarkable properties :

8.1.3.1. Decomposition.
It can be decomposed in a unique way as a sum µ = µdisc +µcont, where :

- The measure µdisc is a finite linear combination, with > 0 rational coef-
ficients, of Dirac measures δn, associated with points n of I ; these points
belong to Z ; if the weight w is odd, the only possible value of n is 0.

52. The reader should keep in mind that the statements of §8.1.2, §8.1.3 and §8.1.4 are
conditional : they depend on the Sato-Tate conjecture.
53. Recall, cf. §6.2.1 - Corollary 6.10, that a set is called µ-quarrable if its boundary has

measure 0 for µ. A common mistake is to apply (*) to the characteristic function of an
open (or closed) subset without checking that this set is quarrable. This may be wrong,
even in the simple-looking case where the subset is an interval.
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- The measure µcont has a density with respect to the Lebesgue measure.
That density takes values in [0,+∞], it is continuous, integrable, and C∞

outside a finite number of points 54 of I.
8.1.3.2. When w is odd, µ is invariant under z 7→ −z.

8.1.3.3. Support. The support 55 of µ is the closure of the set of the f(p)’s.
It contains all the f(pe), with p /∈ S and e ∈ Z ; in particular, it contains
f(1).

When w is odd and hwX,` is effective, the support of µcont is equal to the
interval [−f(1), f(1)].

8.1.3.4. Integrality of the moments. If k is any integer > 0, let ϕk be the
function z 7→ zk on I. The number µ(ϕk) is called the k-th moment of µ ; if
we use the standard notation µ(ϕ) =

∫
I
ϕ(z)µ(z), we may write it as :

µ(ϕk) =
∫
I
zkµ(z) = limx→∞

1
πS(x)

∑
p6x f(p)k.

All the moments of µ belong to Z. If hwX,` is an effective character, they
are > 0. If both w and k are odd, then the k-th moment µ(ϕk) is 0.

Remark. Note that µ is uniquely determined by its moments, since poly-
nomials are dense in the Banach space of continuous functions on I. The
same density argument shows that, if, for every k ∈ N, the mean value

1
πS(x)

∑
p6x f(p)k has a limit when x→∞, then there exists a µ with respect

to which the sequence f(p) is equidistributed.
8.1.4. Density properties

8.1.4.1. Inverse image of a point. Let z be a point of I and let Pz be the
set of p /∈ S such that f(p) = z. The fact that f(p) is equal to an integer
divided by pw/2 implies that Pz has at most one element if z /∈ Z, or if z 6= 0
and w is odd.

For the other values of z (e.g. z = 0), Pz has a density that is equal to
the µ-measure of the set {z} ; it is > 0 if and only if z belongs to the support
of µdisc. Moreover, Pz is the disjoint union of a frobenian set and a set of
density 0 (which is sometimes infinite – see Elkies’s example, end of §6.2.2).

8.1.4.2. Inverse image of an interval.

54. These “bad” points are algebraic over Q, but they are in general neither integral,
nor rational.
55. Recall (cf. [INT III, §2, prop.8]) that the support of µ is the smallest closed subset

Z such that ϕ = 0 on Z ⇒ µ(ϕ) = 0.
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Let J be a non-empty open interval contained in I, and let PJ be the set
of p /∈ S such that f(p) belongs to J . Then PJ has a density that is equal to
µ(J). We have :

PJ 6= ∅ ⇐⇒ dens(PJ) > 0 ⇐⇒ J intersects the support of µ.
As a corollary, dens(PJ) is > 0 for every J when w is odd and hwX,` is effective
(provided that C has been chosen equal to f(1)).

8.1.5. Example : elliptic curves
Let us consider the case where w = 1 and X0 is an elliptic curve over Q.

For p large enough, we have
NX(p) = 1− ap + p,

where ap = h1X(p), so that f(p) = ap/p
1
2 belongs to the interval I = [−2, 2].

Here the Sato-Tate conjecture is a theorem, see below.
There are two cases :
8.1.5.1. CM case, cf. Example 2.2.2. The ring EndQ(X0) has rank 2 over

Z. Then :
µdisc = 1

2
δ0 and µcont = 1

2π
dz√
4−z2 = 1

2π
dα, with z = 2 cosα, 0 6 α 6 π.

Recall that δ0 is the Dirac measure at 0 ; as for dz, it is the restriction
to I of the Lebesgue measure on R, i.e. the measure associated with the
differential form dz and the natural orientation of R, cf. [FRV, §10.4.3] 56.

The k-th moment µ(ϕk) is 0 for k odd ; when k is even and > 0, it is
equal to 1

2

(
k
k/2

)
. For k = 0, ..., 12 this gives [1,0,1,0,3,0,10,0,35,0,126,0,462].

One has µ(ϕk) ∼ 1√
2π

2k/k
1
2 when k →∞, k even.

[The proof of these results uses Hecke’s equidistribution theorem for Hecke charac-
ters ([He 20]), combined with the fact that the weight 1 part of the zeta function
of X is given by such a character, cf. [De 53].]

8.1.5.2. non-CM case, cf. Example 2.2.3. The ring EndQ(X0) is Z. Then
µdisc = 0 and µ = µcont is the standard Sato-Tate measure on [−2, 2], namely

µ = 1
2π

√
4− z2 dz = 2

π
sin2α dα, with z = 2 cosα, 0 6 α 6 π.

The k-th moment µ(ϕk) is 0 for k odd ; when k is even, it is equal to the

56. This standard notation, which identifies differential forms with measures, is to be
handled carefully because of the hidden orientations. For instance, when z ∈ I is written as
2 cosα, with 0 6 α 6 π, one has dz = 2 sinα dα (as measures) instead of dz = − 2 sinα dα
(as differential forms) ; similarly, dz, viewed as a measure, is invariant by z 7→ −z, as needed
for 8.1.3.2.
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Catalan 57 number Ck/2 =
(
k
k/2

)
-
(

k
k/2−1

)
= 1

k/2+1

(
k
k/2

)
. For k = 0, ..., 12,

this gives [1,0,1,0,2,0,5,0,14,0,42,0,132]. One has µ(ϕk) ∼ 4√
2π

2k/k3/2 when
k →∞, k even.
[The proof in the non-CM case is recent. It relies on the modularity theorem for
elliptic curves over Q originating with Wiles [Wi 95], combined with new results
on the L-functions of symmetric powers ; see [CHT 08], [Ta 08], [BLGHT 11] and
the reports of Carayol [Ca 07], Clozel [Cl 08] and Harris [Ha 06], [Ha 09]. In all
these proofs, the `-adic representations play an essential role.]

Note the very different behavior of the two cases near the extremities of
the interval I : when ε → 0, the density of the p with 2 − ε 6 f(p) 6 2 is
asymptotically 1

2π
ε1/2 in the CM case, and 2

3π
ε3/2 in the non-CM case. For

ε = 1
100

, this gives roughly 1
60

and 1
5000

. This suggests that finding p such that
NX(p) is close to the minimum (or maximum) possible value is harder in the
non-CM case than in the CM-case.

(For an explanation of the exponents 1/2 and 3/2 in terms of the dimen-
sion of the Sato-Tate group, see §8.4.4.4.)
Exercise. Let e be an integer > 0. Show that the sequence f(pe) is equidistributed in [−2, 2]
with respect to a measure µe.

[Hint. Use the fact that f(pe) can be written as a polynomial of degree e in f(p), e.g.
f(p2) = f(p)2 − 2.]

When e = 2, show that µe = 1
2δ−2 + 1

2π
dz√
4−z2 in the CM case, and µe = dz

2π

√
2−z
2+z

in the non-CM case.
When e > 2, show that µe = 1

π
dz√
4−z2 in the non-CM case, while in the CM case, one

has µe = 1
2δz0 + 1

2π
dz√
4−z2 , with z0 = 0 if e is odd, z0 = 2 if e ≡ 0 (mod 4), and z0 = −2

if e ≡ 2 (mod 4).
[For a generalization, see the Exercise at the end of §8.4.2.]

8.2. The Sato-Tate correspondence
The correspondence connects :

cohomological data (§8.2.1)
and

Lie groups data (§8.2.2 and §8.2.3).
These data are related by several axioms, the main one being an equidistri-
bution property relative to the Haar measure.

57. The reader shall find in [St 99, exerc. 6.19] sixty-six different combinatorial definitions
of these ubiquitous numbers. See also [OEIS,A000108].
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We shall say that a set of cohomological data satisfies the Sato-Tate
conjecture if there are Lie groups data that are related 58 to it.
8.2.1. Cohomological data
The data are :
(D1) A finite family of smooth projective varieties Xλ.
(D2) For every index λ, an integer wλ ∈ N.
(D3) A finite subset S of P , such that every Xλ has good reduction outside S.

[This means that, for every λ, there exists a smooth projective scheme
over SpecZ S, whose generic fiber is the Q-variety Xλ 59.]

We shall be interested in the `-adic cohomology ofXλ with proper support
in degree wλ ; as usual we denote it by Hwλ(Xλ, `), and we write nλ the
corresponding Betti number, i.e. dimHwλ(Xλ, `).

If p /∈ S, we denote by Pλ(p, T ) the characteristic polynomial of the
(geometric) Frobenius of p, acting on Hwλ(Xλ, `). By Deligne’s theorem (see
§4.5 and §4.8.2), its coefficients belong to Z, and its roots are p-Weil integers
of weight wλ. If we write this polynomial as

Pλ(p, T ) = T nλ − a1(λ, p)T nλ−1 + a2(λ, p)T
nλ−2 + ... ,

the first coefficient a1(λ, p) is the trace of Frobenius, i.e. hwλ
Xλ(p) with the

notation of §7.1.3 ; we shall write it hλ(p).
We shall also need the normalized characteristic polynomial associated

with p and λ, i.e. the one where every root is divided by pwλ/2 :
P 1
λ (p, T ) = p−nλwλ/2Pλ(p, p

wλ/2T ) = T nλ− a1(λ,p)

pwλ/2
T nλ−1+ a2(λ,p)

pwλ
T nλ−2− ....

We put fλ(p) = a1(λ,p)

pwλ/2
= hλ(p)/pwλ/2 ; this is the normalized trace al-

ready defined in §8.1.1. Since the roots of P 1
λ (p, T ) have absolute value 1, the

number fλ(p) belongs to the interval [−nλ, nλ].
8.2.2. The main Lie groups data

There are three of them :
(ST1) A compact real Lie group K, the “Sato-Tate group”.
(ST2) For every λ, a continuous linear representation rλ : K → GLnλ(C).

58. Note that we are not claiming that the Lie data related to given cohomological data
are unique. To have uniqueness, it seems necessary to use the theory of motives, as in [Se
94, §13]. See also the `-adic construction of §8.3 below.
59. To be coherent with our usual conventions, the scheme over SpecZ S is the one

that should be denoted by Xλ ; the corresponding scheme over Q should then be Xλ
0 . We

dispense with the 0 index in order to simplify the notation.
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(ST3) For every p ∈ P S, a conjugacy class sp ∈ ClK.

For convenience, we assume that K is not uselessly too large, i.e. :
(A0) The natural map (rλ) : K →

∏
λGLnλ(C) is injective.

[Hence K can be identified with a compact subgroup of
∏

λGLnλ(C).]
Remark. It is sometimes more convenient to rewrite (ST2) with GLnλ(C)
replaced byGL(Vλ) where Vλ is a complex vector space of dimension nλ. From
a motivic viewpoint (as in [Se 94]), a natural choice for Vλ is Hwλ(Xλ(C),C),
and the identity component of K is conjecturally the so-called Mumford-Tate
group (or rather a maximal compact subgroup of it).

We shall say that the data (ST1), (ST2), (ST3) are related to those of §8.2.1
if the following axioms (A1) and (A2) hold :
(A1) For every p /∈ S, the characteristic polynomial of rλ(sp) is equal to the
normalized polynomial P 1

λ (p, T ) defined above.
[As usual, we denote by sp any element of the class sp ; hence rλ(sp) is an
element of GLnλ(C) that is defined up to conjugation, and its characteristic
polynomial is uniquely defined.]
In particular, we have Tr rλ(sp) = fλ(p) for every p /∈ S and every λ.
(A2) The sp are equidistributed in ClK with respect to the Haar measure.

By “the Haar measure” of ClK, we mean the image µCl of the normalized
Haar measure µK of K by the natural projection π : K → ClK. In other
words, µCl(ϕ) = µK(ϕ ◦ π) for every continuous function ϕ on ClK.

It is convenient to reformulate axiom (A2) in terms of characters :
(A′2) For every continuous complex character ψ of K, one has

limx→∞
1

πS(x)

∑
p6x ψ(sp) = <ψ, 1>, where <ψ, 1> = µK(ψ) =

∫
K
ψ.

The equivalence of (A2) and (A′2) follows from the fact that the linear
combinations of characters are dense in the space of all complex continuous
class functions. Note that <ψ, 1> is the coefficient of 1 in the expansion of
ψ as a sum of irreducible characters ; in particular, it belongs to N.

One may reformulate (A2) and (A′2) as :
(A′′2)

∑
p6x ψ(sp) = o(x/log x) for every complex continuous irreducible

character ψ of K, distinct from 1.

Relations with L-functions and automorphic forms.
In all the cases where (A2) has been proved, the proof relies on the pro-

perties of the L-function L(s, ψ) associated with the character ψ. Such a
function is defined, à la Artin (cf. [Ar 23]), by the Euler product :
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L(s, ψ) =
∏
p/∈S

1/ det(1− rψ(sp)p
−s),

where rψ is a representation of K with character ψ. The product converges
absolutely for Re(s) > 1. The main problem is to extend it further : if
possible, to a meromorphic function on C. If one only ( !) wants (A2) it is
enough to have holomorphy, and non-vanishing, on the line Re(s) = 1 whe-
never ψ 6= 1 ; this is a standard consequence of the Wiener-Ikehara tauberian
theorem, applied to the logarithmic derivative of L(s, ψ), see e.g. [Se 68, Ap-
pendix to Chap.I]. Such meromorphic continuations are usually obtained by
proving that L(s, ψ) coincides (except for a finite number of factors) with
the L-function associated with an automorphic form. When that is the case,
the error term o(x/log x) of (A′′2) can be replaced by O(x/(log x)m) for every
m > 0 ; one expects that it is O(x

1
2 log x), as in the standard GRH. From that

point of view, the Sato-Tate group K appears as a quotient of the would-be
automorphic Langlands group, whose existence and structure are discussed
in [La 79] and [Ar 02].

8.2.3. Other Lie groups data and axioms
The data and the axioms of the previous section are strong enough to

imply the equidistribution properties of §8.1 (except for §8.1.3.2 and the
second half of §8.1.3.3). However, both the motivic point of view and the
automorphic one suggest more such properties. Here are some of them :
8.2.3.1. The group K/K0 as a Galois group.

LetK0 be the identity component of the Sato-Tate groupK. The quotient
K/K0 is finite. The following axiom says that it can be viewed as a Galois
group. More precisely :
(A3) There exists a continuous surjective homomorphism ε : ΓS → K/K0

such that, for every p /∈ S, the image of sp in ClK/K0 is equal to ε(gp),
where gp is the geometric Frobenius of p in ΓS.

Equivalently : there exists a finite Galois extension E/Q, unramified out-
side S, with Galois group K/K0, for which the geometric Frobenius are the
images in K/K0 of the sp.

8.2.3.2. Hodge circles.
- Hodge numbers. If p, q ∈ N are such that p+q = wλ, we denote by h(p, q, λ)
the dimension of the (p, q)-component of Hλ. With standard notation, we
have
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h(p, q, λ) = dimHp(Xλ,Ωq).

- The Hodge circles of K. Let U = {u ∈ C×|uu = 1} be the unit circle in C×,
and let θ : U→ K be a continuous homomorphism. We shall say that θ is a
Hodge circle if, for every u ∈ U, the eigenvalues of rλ(θ(u)) are the up−q, with
multiplicity h(p, q, λ) ; equivalently, Tr rλ(θ(u)) =

∑
p+q=wλ

h(p, q, λ)up−q for
every u ∈ U. [Hence, knowing the weight w and the action of U gives the
Hodge numbers.]

We add to the list of data of §8.2.2 the following :
(ST4) A homomorphism θ : U→ K that is a Hodge circle.
Remark. As explained in §8.2.2, we could have defined rλ as giving the ac-
tion of K on Vλ = Hwλ(Xλ(C),C). If so, we could restate (ST4) in a more
precise form, as follows : define a homomorphism θ : U →

∏
λGL(Vλ) by

the condition that every u ∈ U acts on the (p, q)-component of Vλ by the
homothety up−q ; then, the refined form of (ST4) is the requirement that the
image of θ is contained in K. This is the starting point of the Mumford-Tate
construction of K0, cf. [Mu 66].

8.2.3.3. The central element ω.
Let us define ω ∈ K by the formula ω = θ(−1), where θ is as in (ST4).

We have ω2 = 1. Moreover :
Proposition 8.1. The image of ω by rλ : K → GLnλ(C) is (−1)wλ.
Proof. It follows from the definition of h that the eigenvalues of rλ(ω) are of
the form (−1)p−q, with p + q = wλ ; since (−1)p−q = (−1)p+q = (−1)wλ , the
proposition follows.
Corollary 8.2. The element ω belongs to the center of K; it does not depend
on the choice of a Hodge circle.
Proof. The proposition shows that the image of ω in

∏
λGLnλ(C) belongs

to the center of that group. By (A0), this implies that ω is central of K. A
similar argument shows that ω does not depend on the choice of h.

8.2.3.4. The element γ.
We add to the data :

(ST5) An element γ of K, with γ2 = ω, such that γθ(u)γ−1 = θ(u−1) for
every u ∈ U.
[Loosely speaking, this means that γ interchanges the (p, q) and (q, p) com-
ponents of the Hodge decompositions. Note that this amounts to a homo-
morphism of the “Weil group of R” into K, cf. [Ta 79, 1.4.3].]

The element γ should satisfy the following condition :
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(A4) i) The image of γ in K/K0 = Gal E/Q (cf. §8.2.3.1) belongs to the
conjugacy class of the complex conjugation.

ii) If wλ is odd, the trace of rλ(γ) is 0.
iii) If wλ is even, the characteristic polynomial of (−1)wλ/2rλ(γ) is the

same as the characteristic polynomial of the complex conjugation, acting on
Hλ(Xλ(C),Q).

8.2.3.5. Invariant bilinear forms.
It follows from (A1) that the traces of the rλ(sp) are real numbers, and

because of the density property (A2) the same is true for all the rλ(z) with
z ∈ K. This is equivalent to saying that the representation rλ is isomorphic
to its dual. We ask more :
(A5) If wλ is even (resp. odd), the representation rλ leaves invariant a non-
degenerate symmetric (resp. alternating) bilinear form.

8.2.3.6. Other properties of the Sato-Tate correspondence. We mention a
few more, without giving details :

i) The smallest closed subgroup of K0 containing all Hodge circles should
be K0 itself.

ii) The “bad primes” (i.e. those belonging to S) should define subgroups of
K involving the ramification (through the so-called local Weil group, cf. [Ta
79, §1.4.1]). From that point of view, the Hodge circle comes from the Weil
group over C and its complement γ of 8.2.3.4 comes from the Weil group
over R.

In particular, every bad prime p should determine a unipotent conjugacy
class up in the complexification of K. The class up should be trivial if and
only if there is “potential good reduction” at p, in the sense of [Se 94, end
of §12]. When up 6= 1, one may interpret it (via Jacobson-Morozov) as an
A1-type subgroup of K0.

iii) The tensor invariants of K should be related to the semi-invariants
(with respect to Tate twists) of the `-adic representations ; axiom (A5) is a
typical example.

8.3. An `-adic construction of the Sato-Tate group
There are two different methods for constructing Lie data, in the sense of

§8.2.2, that (hopefully) correspond to a given set of cohomological data, in
the sense of §8.2.2 :
- the motivic method ;
- the `-adic method.
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The first one is the most natural, but it has the defect of depending on
the so-called standard conjectures of motivic theory : Hodge, Hodge-Tate,
positivity, etc. The second one is more direct, but depends on two auxiliary
choices : a prime number ` and an embedding ι : Q` → C. Neither of the
two gives any clue on how to prove the basic equidistribution axiom (A2).

Since the motivic approach is given in [Se 94, §13], I shall only describe
here the `-adic one.
8.3.1. Notation

Let {Xλ, wλ, S} be cohomological data, and let ` be a prime number ; put
S` = S∪{`}. By enlarging the familyXλ (which only makes the problem more
difficult), we may assume that one of the Xλ, say X1, is the projective line P1

and that w1 = 2 ; this insures that the corresponding Galois representation
is given by χ−1` , where χ` is the `-th cyclotomic character.

Let Eλ = Hwλ(Xλ, `). Let E =
⊕

λEλ ; it is a finite dimensional Q`-
vector space, on which the Galois group ΓS` acts.
8.3.2. The `-adic groups

The action of ΓS` on the Eλ and on their direct sum E defines a homo-
morphism

ρ` = (ρ`,λ) : ΓS` →
∏

GL(Eλ) ⊂ GL(E).
Let G` be the image of ρ` and let Gzar

` be its Zariski closure, which we view as
a Q`-algebraic subgroup of GLn, where n = dimE =

∑
nλ. It follows from

a theorem of Bogomolov ([Bo 80]) that G` is open 60 in the group Gzar
` (Q`)

of the Q`-points of Gzar
` .

Let us denote by N : Gzar
` → Gm the λ-component of Gzar

` → GLn
relative to λ = 1. If p /∈ S`, the image by N of the geometric Frobenius gp is
equal to p. The kernel of N will be denoted by G1,zar

` .
We shall also use the homomorphism w : Gm → Gzar

` defined in the
following way : if x is any point ofGm,w(x) acts on each Eλ by the homothety
xwλ .

[The fact that the image of w is contained in Gzar
` is proved by a nice

argument, due to Deligne : one selects a prime p /∈ S`, and one shows (by
using the Weil-Deligne estimates) that Im w is contained in the minimal
algebraic subgroup of GLn containing gp.]

60. Bogomolov’s theorem requires that E has a Hodge-Tate decomposition at ` ; the
existence of such a decomposition has been proved by Fontaine-Messing [FM 85] under
the hypotheses ` /∈ S and ` > supwλ, and then by Faltings [Fa 88] in the general case.
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The image ofw is contained in the center ofGzar
` . Moreover, the composite

map Gm
w→ Gzar

`
N→ Gm is equal to 2 in End(Gm) = Z.

8.3.3. Definition of the Lie groups data
We follow the same method as in §5.3.1, i.e. we choose an embedding

ι : Q` → C. By the base change ι, the Q`-algebraic groups Gzar
` and G1,zar

`

give C-algebraic groups Gzar
`,ι and G1,zar

`,ι . Let us denote simply by G and G1

the groups of their C-points, i.e. G = Gzar
`,ι (C) and G1 = G1,zar

`,ι (C). We have
an exact sequence

1 → G1 → G
N→ C× → 1,

and the composite map C×
w→ G

N→ C× is u 7→ u2.
We can now define the required Lie groups data (K, rλ, sp).

First the Sato-Tate group K : it is a maximal compact subgroup of the com-
plex Lie group G1. [Note that two such subgroups are conjugate ; hence it
does not matter which one we choose.]
Next the representations rλ : K → GLnλ(C) : they are the restrictions to K
of the linear representations of G obtained by base change from the (ρ`,λ).
As for the conjugacy classes sp, p /∈ S`, they are defined as follows : the
element gp of Gzar

` (Q`) gives, by the base change ι, an element of G that
we denote by gp,ι ; it is well defined up to conjugation, and its image by
N : G → C× is equal to p. Hence the element g′p = w(p−

1
2 )gp,ι belongs

to G1. [Note that p
1
2 is unambiguous in C ; it would not be in Q`.] The

eigenvalues of g′p in the representations rλ have absolute value 1. Let gssp be
the semisimple component of g′p, with respect to the Jordan decomposition.
Since gssp is semisimple, and all its eigenvalues have absolute value 1, it is
contained in a compact subgroup of G1, and hence it is conjugate to an
element sp of K. This is the element we wanted to define ; note that it is
unique, up to conjugation, because the natural maps ClK → ClG1 → ClG
are injective 61.

Axioms (A0) and (A1) are satisfied (with S replaced by S` in case ` /∈ S).
As for (A2), it is a reasonable conjecture that it is satisfied for every `.
Remark. It is also conjectured that the groups Gzar

` , G, G1, ... are reductive
groups, and that the Frobenius elements gp (and hence g′p) are semisimple.

61. The injectivity of ClK → ClG1 is proved by reduction to the case where G1 is
reductive, in which case it follows from standard properties of the Cartan decomposition
G1 = K.P , where P = exp(i.LieK). The injectivity of ClG1 → ClG is clear since G is
generated by G1 and the central subgroup w(C×).
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8.3.4. Complements
Most of the data and axioms of §8.2.3 can be defined and checked. Na-

mely :
The group K/K0 as a Galois group, cf. §8.2.3.1. Let us write, in Topology
style, π0(K) for K/K0 and similarly for other topological or algebraic groups.
We have a natural homomorphism

ΓS` → π0(G
zar
` ) ' π0(G)

that is surjective with open kernel. We also have homomorphisms
π0(K)→ π0(G

1)→ π0(G).
The left one is an isomorphism (by a general property of maximal compact
subgroups). The right one is also an isomorphism (because the extension
1 → G1 → G → C× → 1 splits, as follows from the existence of Hodge
circles, see below). By composing these maps, we get a continuous surjective
homomorphism ε : ΓS` → K/K0, as desired. Axiom (A3) follows from the
construction. [The Galois extension of Q associated with the kernel of ε is
independent of the choice of ` ; this can be proved by either one of the two
methods given in [Se 91].]
Hodge circles, cf. §8.3.2. By using Hodge-Tate decompositions at ` one can
define (using, e.g., [Se 79]) a homomorphism h : C× → G that gives the
p-part of the Hodge decomposition, in the following sense : for every u ∈ C×,
and every p ∈ N, up is an eigenvalue of rλ(h(u)) with multiplicity h(p, wλ−p).
The map U → G1 defined by u 7→ h(u2)w(u−1) is conjugate in G1 to a
homomorphism θ : U→ K which is a Hodge circle.
The elements ω and γ, cf. §8.2.3.3 and §8.2.3.4. The element ω is defined as
θ(−1) = w(−1). To define γ, consider first the complex conjugation c, viewed
as an element of G`, hence also of G. Since χ`(c) = −1, we have N(c) = −1.
Since N(w(i)) = i2 = −1, the element w(i).c of G belongs to G1, and its
square is equal to ω. It is thus conjugate to an element γ of K that has all
the properties required in (A4).
[On the other hand, I do not see how to prove without using motivic theory that
γ has the property stated in (ST5), i.e. that it can be chosen in such a way that it
“inverts” a Hodge circle.]

Bilinear forms, cf. §8.2.3.5. The existence of these forms follows from the
corresponding fact for the `-adic representations given by cohomology, which
is itself a consequence of Hodge theory.

8.4. Consequences of the Sato-Tate conjecture
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Our aim now is to show that “8.2 ⇒ 8.1”, i.e. that the statements of §8.1
are consequences of the Sato-Tate conjecture, as formulated in §8.2.
8.4.1. The theorem

Let X,w, hwX(p), fX(p) = hwX(p)/pw/2, S, ... be as in §8.1.1. By Proposition
7.7, we may find smooth projective varieties Xλ, and integers mλ ∈ {±1},
such that

hwX =
∑

λmλh
w
Xλ and hence fX =

∑
λmλfXλ .

We also assume that S is large enough so that all the Xλ have good
reduction outside S. If we put wλ = w for every λ, the data {Xλ, wλ, S} are
“cohomological data” in the sense of §8.2.1.
Theorem 8.3. Assume that {Xλ, wλ, S} satisfy the Sato-Tate conjecture,
i.e. are related to Lie groups data {K, rλ, sp} as in §8.2.3 and §8.2.4. Then
the equidistribution statements on fX made in §8.1.2, §8.1.3 and §8.1.4 are
true.
Remark. The proof will not use axioms (A4) and (A5).
8.4.2. Proof of Theorem 8.3 : supports and moments

Let ψλ = Tr rλ be the character of the representation rλ of K. Define
a virtual character ψ of K by the formula ψ =

∑
λmλψλ, where the mλ

are as above. The values of ψ are real ; choose a closed interval I = [−C,C]
containing them. For every p /∈ S, we have ψ(sp) =

∑
mλψλ(sp) ; hence, by

applying (A1), we get ψ(sp) =
∑
mλfXλ(p) = fX(p).

8.4.2.1. Definition of µ. Let µK be the normalized Haar measure of K,
and let µ = ψ∗µK be the image of µK by the continuous map ψ : K → I.
It is a positive measure of mass 1 on I. We may also view it as the image
of the measure µCl by the map ClK → I defined by ψ. By (A2), the sp are
µCl-equidistributed. Hence their images fX(p) = ψ(sp) are µ-equidistributed.
This proves the equidistribution statement of §8.1.2.

8.4.2.2. Proof of 8.1.3.2. Assume that w is odd. Then the central element
ω defined in §8.2.3.3 is such that ψ(ωx) = − ψ(x) for every x ∈ K, cf.
Proposition 8.1. Since x 7→ ωx leaves invariant the Haar measure µK , we
have a similar result for its image by ψ : the measure µ is invariant by
z 7→ −z. This proves 8.1.3.2 ; it follows from it that the k-th moments of µ
are 0 when k is odd, as asserted in §8.1.3.4.

8.4.2.3. Proof of 8.1.3.3. The support of µ is the image by ψ of the support
of µK , hence it is equal to ψ(K) ; since the fX(p)’s are µ-equidistributed, they
are dense in the support of µ. If moreover X is projective and smooth, we
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can take a family (Xλ) consisting of X alone, and choose for C the w-th
Betti number of X, which is equal to fX(1). Suppose now that w is odd. The
image by ψ of ω is −C. Let J be the image of a Hodge circle by ψ (more
correctly : the image of ψ ◦ θ : U → I). It is a connected subset of [−C,C]
that contains both C and −C ; hence its is equal to [−C,C]. This shows that
ψ(K) = [−C,C].

8.4.2.4. Proof of 8.1.3.4. The k-th moment µ(ϕk) of µ is the integral∫
I
zkµ(z) =

∫
K
ψk(x)µK(x), which can also be rewritten as the scalar product

<ψk, 1>. It is the coefficient of 1 in the expansion of the virtual character
ψk as a linear combination of irreducible characters. Hence it belongs to Z,
and, if ψ is effective, it is > 0. (Moreover, if ψ 6= 0, one has

∫
ψkµK > 1 for

every even k : all the even moments are > 0.)
Exercise. Let e be an integer. Show that the sequence p 7→ fX(pe) is µe-equidistributed,
where µe is a measure on I, with Supp(µe) ⊂ Supp(µ), having the following properties :

a) There is a decomposition of µe as µdisc
e + µcont

e with properties similar to those of
§8.1.3.1.

b) For every k > 0, the k-th moment of µe is an integer.
c) If k,w and e are odd, µe is invariant by z 7→ −z.

[Hint. Define µe as the image of µK by the virtual character Ψeψ : K → I.]
d) Assume that K is connected, and let h be the upper bound of the Coxeter numbers

of its simple components (with the convention that h = 1 if K is a torus). Show that, if
|e| > h, all the µe’s are the same.
[Hint. Let me : K → K be the map x 7→ xe, and let µK,e be the image of µK by me ; view
µK,e as a measure on ClK. By a theorem of E.M. Rains [Ra 03, Th.4.1], if |e| > h (resp.
if |e| > h if the center of K is connected), µK,e is independent of e ; more precisely, if T is
a maximal torus of K, µK,e is equal to the image by T → K → ClK of the normalized
Haar measure of T . Use this fact to prove d).]

8.4.3. Proof of Theorem 8.3 : structure of µ
8.4.3.1. Proof of 8.1.3.1 - Definition of the decomposition of µ. If σ is an

element of the finite group K/K0, let Kσ be the corresponding K0-coset of
K ; it is a connected compact manifold. Let µK,σ be the restriction to Kσ of
the Haar measure µK ; it is a positive measure. The measure µ = ψ∗µ is the
sum of the measures µσ = ψ∗µK,σ. Each of these measures has a mass equal
to 1/N , with N = (K : K0). Let D be the subset of K/K0 made up of the
σ such that ψ is constant on Kσ. Define µdisc and µcont by the formulae

µdisc =
∑

σ∈D µσ and µcont =
∑

σ/∈D µσ.
We have µ = µdisc + µcont. Let us show that this decomposition has the
properties stated in §8.1.3.1.
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8.4.3.2. Proof of 8.1.3.1 - Properties of µdisc. If σ belongs to D, let nσ
be the constant value of ψ on Kσ. The measure µσ is obviously 1

N
δnσ . This

shows that µdisc is a discrete measure - more precisely, it is a finite linear
combination of Dirac measures, the coefficients being integral multiples of 1

N
.

It remains to prove :
Lemma 8.4. If σ ∈ D, then nσ is an integer ; if moreover the weight w is
odd, then nσ = 0.

Let Clσ be the image of Kσ in ClK. It is a non-empty open and closed
subset of ClK. The equidistribution axiom (A2) implies that there exist two
distinct primes p and p′ with sp, sp′ ∈ Clσ. We have nσ = a/pw/2 = a′/p′w/2,
where a and a′ denote the integers fX(p) and fX(p′). Assume nσ 6= 0. If w
is odd, the equation (p/p′)w/2 = a/a′ implies that (p/p′)

1
2 is rational, which

is impossible. If w is even, the same equation shows that a is divisible by p,
hence nσ is an integer.

[Alternative proof for the fact that w odd ⇒ nσ = 0 : since the central
element ω of §8.2.3.3 belongs to the image of a Hodge circle, it is contained in
K0, and we have ω.Kσ = Kσ. If x ∈ Kσ, this shows that nσ = ψ(x) = ψ(ωx) ;
since w is odd, ψ(ωx) is equal to −ψ(x), cf. 8.4.2.2. Hence nσ = −nσ.]

8.4.3.3. Proof of 8.1.3.1 - Properties of µcont. A lemma. Suppose now
that σ /∈ D, and let us show that the measure µσ has the properties listed
in §8.1.3.1. By definition, µσ is the image by ψ : Kσ → R of the measure
µK,σ. The properties of µσ stated in §8.1.3.1 are consequences of the following
lemma from differential geometry :
Lemma 8.5. Let ψ : Y → R be a Cr-function on a compact differential
oriented real Cr-manifold Y of dimension N(with r > 1). Let C be the critical
set of ψ, i.e. the set of points y ∈ Y where dψ = 0, and let V = ψ(C) be the
set of critical values of ψ. Assume that V is finite. Let α be a Cr-differential
form of degree N over Y , that we view as a measure on Y . Assume that this
measure is positive and also that C has measure 0 for it.

Then the image ψ∗α of the measure α by ψ has a density: it is equal to
F (z)dz, where F is a positive integrable Cr-function on R− V .

The hypotheses of the lemma are fulfilled by Y = Kσ. Indeed, the Lie
group K has a natural real analytic structure. Since ψ is non constant on
Y , the critical set C has an empty interior ; since it is analytic, its measure
for α is 0. The function ψ is constant on every connected component of C ;
hence its image V in R is finite.
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8.4.3.4. Proof of Lemma 8.5. Let Y0 = Y ψ−1(V ), and let ψ0 be the
restriction of ψ to Y0. The map ψ0 : Y0 → R V is proper and smooth
(in the C∞-category). We may apply to it the standard “integration over the
fiber” process (see e.g. [De 09, I.2.15]). Let us briefly recall how this works :

Let z be a point of R V , and let Yz be its inverse image in Y0. If y is a
point of Yz, we may choose a local system of coordinates (t1, ..., tN) at y such
that the last coordinate tN is equal to ψ − z. In a neighboorhood of y, we
may write α as a(t1, ..., tN)dt1∧···∧dtN , where a is C∞. On Yz the (N−1)-th
differential form αz = a(t1, ..., tN−1, 0)dt1 ∧ · · · ∧ dtN−1 is independent of the
choices we have made (a suggestive notation for it is “ α/dψ ”). The chosen
orientation of Y gives an orientation of Yz. Hence the measure αz on Yz is
well defined. We have

(*) α =
∫
z∈R−V αzdz,

which means that, if ϕ is any continuous function with compact support on
Y0, then

(**)
∫
y∈Y0 ϕ(y)α(y) =

∫
z∈R−V (

∫
y∈Yz ϕ(y)αz(y))dz.

(The proof is a local computation, based on the Lebesgue-Fubini theorem for
continuous functions.) This is a special case of the “integration of measures”
process, see [INT, Chap.V].

Let us now define a function F on R V by F (z) =
∫
Yz
αz (“ volume

of the fiber Yz ”). This is a Cr function on R V (differentiability of integrals
depending on parameters). If we apply (**) to a function ϕ(z) depending
only on z = ψ(y), we get∫

y∈Y0 ϕ(y)α(y) =
∫
z∈R V

ϕ(z)F (z)dz.
This can be restated as (ψ0)∗α0 = F (z)dz, where α0 is the restriction to Y0 of
the measure α. The function F is positive, and integrable, since its integral
is equal to the mass of α0 ; it is 0 outside ψ(Y ). We may thus view F (z)dz
as a measure on ψ(Y ). Let β = ψ∗α− F (z)dz ; it is a measure on a compact
subset of R. We have just shown that β is 0 on R V ; on the other hand, V
has measure 0 for both F (z)dz and ψ∗α, hence also for β. This shows that
β = 0, i.e. ψ∗α = F (z)dz, as wanted.

8.4.4. End of proof of Theorem 8.3 : density properties
8.4.4.1. If A is any subset of I, let PA be the set of p /∈ S with fX(p) ∈ A.

The equidistribution of the fX(p)’s imply the following statements, which
generalize those of Theorem 6.8 :

- If A is open, then lower-dens(PA) > µ(A).
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- If A is closed, then upper-dens(PA) 6 µ(A).
[Proof of the first statement. By definition, µ(A) is the upper bound of µ(ϕ)
for all positive continuous ϕ 6 1 that vanish outside A ; apply the definition
of equidistribution to such ϕ’s.]

8.4.4.2. Proof of 8.1.4.1 : the case of a finite subset. Suppose that A is
a finite subset of I. Let KA be the subspace of K made up of the elements
x such that ψ(x) ∈ A ; we have p ∈ PA ⇐⇒ sp ∈ KA (as usual, we are
identifying sp with an element of K defined up to conjugation). Define D, N
and nσ(σ ∈ D) as in 8.4.3.1 and 8.4.3.2. We may split K as K = K ′ tK ′′,
where K ′ =

⊔
σ∈DKσ and K ′′ =

⊔
σ/∈DKσ. By intersecting with KA we

have a corresponding decomposition of KA as KA = K ′A tK ′′A, and similarly
PA = P ′A t P ′′A.

The set K ′A is the union of the K0-cosets of K corresponding to the
elements σ ∈ D with nσ ∈ A. It is open and closed in K, and it is stable
under conjugation. It follows from the equidistribution of the sp that P ′A has
a density equal to µK(K ′A), which is equal to µdisc(A) = µ(A) ; moreover, by
(A3), P ′A is an S-frobenian set. The set K ′′A is analytic with empty interior.
Hence its measure is 0 (cf. Proposition 5.9), and it follows that dens(P ′′A) = 0.
We thus have dens(PA) = dens(P ′A) = µ(A), as asserted in 8.1.4.1.

8.4.4.3. Proof of 8.1.4.1 : the case of an open interval. Let us now assume
that A is an open interval (denoted by J in 8.1.4.2) ; let A be its closure, and
∂A = A− A its boundary. We have

lower-dens(PA) > µ(A) (by 8.4.4.1),
upper-dens(PA) 6 µ(A) (by 8.4.4.1),
dens(P∂A) = µ(∂A) (by 8.4.4.2).

Since upper-dens(PA) = upper-dens(PA)+dens(P∂A), this gives
upper-dens(PA) 6 µ(A),

and hence dens(PA) = µ(A), as asserted in 8.1.4.2.
8.4.4.4. Moment estimates. One can use the method of §8.4.3 to obtain

asymptotic properties of the moments µ(ϕk) for k → ∞. More precisely,
assume that the character ψ is effective and 6= 0 ; let n = ψ(1) be its degree ;
assume also that the corresponding representation of K is faithful, so that
we may identify K with a compact subgroup of GLn(C). All the values of ψ
are real, and lie in the interval I = [−n, n] ; if x ∈ K, we have ψ(x) = n if
and only if x = 1, and ψ(x) = −n is possible only if −1 ∈ K and x = −1.
At the point 1, the second derivative of ψ is the quadratic form q : g → R
defined by q(ξ) = Tr(ξ2), where g is the Lie algebra of K ; by looking at
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the eigenvalues of ξ, one checks that q(ξ) < 0 for every non-zero element ξ
of g. Hence ψ is a Morse function at the critical point 1 of K, and one can
choose local coordinates (x1, ..., xd) at 1 such that ψ(x) = −

∑
x2i . Standard

arguments then show that there exists c > 0 such that
µ([n, n− ε]) ∼ c εd/2 when ε > 0, ε→ 0, where d = dimK,

and
(density of µ at n− ε) ∼ c′ εd/2−1, with c′ = cd/2.

Moreover, when k is large, and even, the size of the k-th moment µ(ϕk) =∫
K
ψkµK only depends on the behaviour of ψ near x = 1 and x = −1. Using

the estimates above, one then sees that there exists c′′ > 0 such that
µ(ϕk) ∼ c′′nk/kd/2, when k →∞, k even 62.
The cases of §8.1.5.1 and §8.1.5.2 correspond to (n, d) = (2, 1) and

(n, d) = (2, 3) respectively.
Exercises.
1) Give an alternative proof of 8.1.4.1 and 8.1.4.2 as follows :
Let A be the union of a finite number of points and intervals in I, and let KA be the
subset of K made up of the elements x with Φ(x) ∈ A, where Φ is a given real analytic
function on K. Show that the boundary of KA is a closed analytic subspace of K with
empty interior, hence has measure 0 for µK . Conclude that KA is µK-quarrable. When
Φ = ψ, this implies that dens(PA) = µ(A).
2) Let G be a compact group and let χ be a virtual complex continuous character of G.
Assume that χ 6= 0.

a) Show that there exists g ∈ G with |χ(g)| > 1.
[Hint. Use the fact that

∫
G
|χ|2 > 1.]

b) Assume that χ is real-valued and that the integer χ(1) is even. Show that there
exists g ∈ G with |χ(g)| > 2.
[Hint. There exists a commutative closed subgroup A of G such that the restriction of χ
to A is 6= 0. By replacing G by A we may assume that G is commutative and write χ as∑
n(ψ)ψ, where the characters ψ are pairwise distinct 1-dimensional, and the coefficients

n(ψ) are non-zero. Since χ is real-valued, one has n(ψ) = n(ψ). Let m =
∫
G
|χ|2 =∑

n(ψ)2. One has m ≡ χ(1) (mod 2) ; hence m is even. If m > 4, then it is obvious that
G contains an element g with |χ(g)| > 2. If m < 4, one has m = 2, which shows that
χ = ε1ψ1 + ε2ψ2 where ψ1 and ψ2 are distinct and ε1, ε2 belong to {1,−1}. If ε1 = ε2,
take g = 1. If not, show that ψ1 and ψ2 are quadratic characters, and choose g such that
one of the ψi takes the value 1 at g while the other one takes the value -1.]

c) Add to the hypotheses of b) the existence of an element ω ∈ G such that χ(ωg) =
−χ(g) for every g ∈ G. Show that there exist g+ ∈ G with χ(g+) > 2 and g− ∈ G with
χ(g−) 6 −2.

62. The restriction that k is even can be deleted if −1 /∈ K ; if −1 ∈ K, one has µ(ϕk) = 0
for every odd k. Note also that the constants c and c′′ are related : a simple computation
shows that c′′/c = nd/2Γ(1 + d/2) if −1 /∈ K and c′′/c = 2nd/2Γ(1 + d/2) if −1 ∈ K.
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3) Let X1 and X2 be two algebraic varieties over Q. As in §7.1.3, we have the weight
decompositions :

NX1
(p) =

∑
w>0(−1)whwX1

(p) and NX2
(p) =

∑
w>0(−1)whwX2

(p),
which are valid for every p /∈ S, for a suitable finite set S.

As explained in §7.1.3, each hwXi is a Z-linear combination of hwZj , where the Zj are
smooth projective varieties over Q. In the three questions below, it is assumed that the
Sato-Tate conjecture holds for all Zj and all weights w.

a) Let w ∈ N, and define hw as hwX1
−hwX2

. Suppose that hw 6= 0. Show that, for every
ε > 0, the set of p /∈ S with |hw(p)| > (1−ε)pw/2 has a density which is > 0 ; in particular,
this set is infinite.
[Hint. Let K be the Sato-Tate group corresponding to the Zj and the weight w. The
function hw(p) can be written as χ(sp)p

w/2, where χ is a character of K and sp is the
conjugacy class of K associated with p as in (ST3). Apply part a) of exerc. 2 to K and χ
and use the fact that the set of x ∈ K with |χ(x)| > 1− ε is quarrable, cf. exerc. 1.]

b) Assume that w is odd. Show that, for every ε > 0, the set of p /∈ S with hw(p) >
(2− ε)pw/2 has a density which is > 0.
[Hint. Same method, using parts b) and c) of exerc. 2.]

c) Suppose that |NX1
(p) − NX2

(p)| does not remain bounded when p varies. Show
that, for every ε > 0, there exist infinitely many p such that

|NX1(p)−NX2(p)| > (2− ε)p 1
2 .

[Hint. Use exerc.3 of §7.2.3 to show that there exists w > 0 such that hw 6= 0 ; choose the
largest such w ; apply part a) of exerc. 2 if w > 1 and apply part b) if w = 1.]
Problem. Can one replace (2 − ε)p 1

2 by 2p
1
2 − O(pδ) with δ < 1/2, or maybe even with

δ = 0 ? This does not look easy, even when X1 is an elliptic curve and X2 = P1.

8.5. Examples
We give below a few explicit cases of the Sato-Tate correspondence where

the weight w is 0, 1 or 2. The case w = 1 is especially interesting because of
the many experimental results that have been obtained recently for curves
of genus 2, see §8.5.5.
8.5.1. The case w = 0 : Sato-Tate = Chebotarev

We are looking here at H0(X, `), where X is a smooth projective variety
over Q. If IX denotes the set of the geometric connected components of X,
the group ΓQ acts on IX . As in Chaper 7, let us denote by εX the correspon-
ding permutation character and let GX be the image of ΓQ in the group of
permutations of IX . With the notation of §8.1, we have :

f(p) = h0X(p) = εX(gp) for p large enough.
In that case, the Sato-Tate group K is the finite group GK ; the Hodge circle
is trivial ; the measure µ is discrete, with support equal to the set of values
of εX ; the equidistribution axiom (A2) follows from Chebotarev’s Theorem
3.2, and the other axioms are obviously satisfied.
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8.5.2. Elliptic curves with complex multiplication
We now assume w = 1 and we start by revisiting the case of elliptic

curves, cf. §8.1.5. We begin with the CM case :
As in §8.1.5.1, X is an elliptic curve over Q of CM-type and the function

f(p) is given by f(p) = ap/p
1
2 , with standard notation. Let us describe the

Lie groups data.
8.5.2.1. The Sato-Tate group K. This group has two connected compo-

nents. Its identity component K0 is a circle, which can be viewed as the
standard maximal torus U of the special unitary group 63 SU2 ; its elements

can be written as diagonal matrices xα =

(
eiα 0
0 e−iα

)
, with α ∈ R/2πZ. Its

other connected component is made of the matrices in SU2 that are 0 on the

diagonal :
(

0 −eiα
e−iα 0

)
. Equivalently : K is the normalizer of U in SU2.

The isomorphism U→ K0 given by u 7→
(
u 0
0 u

)
is a Hodge circle of K,

and the elements ω and γ of §8.2.3 are :

ω =

(
−1 0
0 −1

)
and γ =

(
0 1
−1 0

)
.

[Hence K is the smallest group having a Hodge circle and an element γ as in
§8.2.3.]

8.5.2.2. Linear representation.
It is the natural embedding r : K → SU2 → GL2(C).

8.5.2.3. Conjugacy classes.
The space ClK has the following structure :

- the elements of K U make up a unique class, with mass 1
2
for the Haar

measure. A representative of that class is γ.
- the conjugacy classes of U in K can be represented by the diagonal

matrices xα with 0 6 α 6 π (note that xα is conjugate to x−α in K) ; the
Haar measure on such classes is 1

2π
dα ; its mass is 1

2
.

8.5.2.4. The classes sp with p /∈ S.

63. This group is classically written as SU2(C). This is a bit confusing, since SU2 is
an algebraic group over R and “ SU2(C) ” is the group of its real points, the group of its
complex points being SL2(C). On the other hand, writing this group as SU2(R) could
be even more confusing. This is why we use the ambiguous notation SU2 which does not
choose between R and C.
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These classes are defined as follows. Let F be the imaginary quadratic field
associated with X, i.e. F = Q ⊗ EndQ(X), and let εF : ΓS → {±1} be the
corresponding quadratic character. Then :

- if p is inert in F/Q, i.e. εF (p) = −1, then sp is equal to the class γ
above ;

- if p splits in F/Q, i.e. εF (p) = 1, then sp is the class of the elements xα
such that 2 cosα = f(p).

8.5.2.5. The axioms.
Axiom (A0) is obviously satisfied : the map K → GL2(C) is an embedding.
To check (A1), we have to show that Tr(sp) = f(p) ; this is clear by construc-
tion if p splits in F ; if p does not, then it is well known that f(p) = 0, hence
f(p) = Tr(γ) as required.
We have already given in 8.1.5.1 the references to Hecke and Deuring for the
non-trivial, but well-known, equidistribution axiom (A2).

8.5.2.6. The group K/K0 as a Galois group.
Since this group has two elements, one may identify it with {±1}, and we

thus get, as in §8.5.2.4, a surjective homomorphism εF : ΓS → K/K0. Axiom
(A3) is obviously satisfied.

8.5.2.7.Other axioms.
Axiom (A4) holds since the quadratic field F is imaginary. As for (A5),

it follows from the fact that K is contained in SL2(C).
Exercise. Use 8.2.3.6 ii) to recover the well-known fact that X has potential good reduction
everywhere, i.e. that its j-invariant is an integer.

8.5.3. Elliptic curves without complex multiplication
The notation and the hypotheses are the same as in §8.5.2, except that

the endomorphism ring of X/Q is now supposed to be Z.
The Sato-Tate group K is SU2 : it can’t be anything else since the only

subgroups of SU2 containing the maximal torus U are U itself, its normalizer
N(U) = 〈U, γ〉, and SU2 ; moreover, the first two possibilities are eliminated
because (for instance) they are not compatible with the size of the `-adic
representations.

The Hodge circle and the elements ω and γ are the same as in the CM
case.

The space ClK may be identified with [0, π] in such a way that the
conjugacy class of xα ∈ T corresponds to α if 0 6 α 6 π. The Haar measure
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is known to be 2
π

sin2α dα. The trace map Tr : K → I = [−2, 2] gives a
homeomorphism of ClK onto I, which maps the class of xα to z = 2 cos xα.

If p /∈ S, the element sp of ClK is defined by the condition that its trace
is f(p) = ap/p

1
2 .

The axioms of §8.2 are satisfied. This is clear for all of them, except for
(A2) (the original “Sato-Tate conjecture”), for which we refer to the bibliogra-
phical indications given in §8.1.5.2 ; note that some of them apply not only
over Q but also over any totaly real number field.

The equidistribution measure is the one given in §8.1.5.2, namely

µ =
1

2π

√
4− z2 dz =

2

π
sin2α dα.

For a picture of its density, computed using the values of f(p) in a random
numerical case 64, see [KS 09, §9.1, s1-diagram] ; note that the other dia-
grams of [KS 09, §9.1] represent the densities of the measures µe (e = 2, 3, 4)
introduced in the exercise at the end of §8.1.5.

8.5.4. Two elliptic curves
Instead of one elliptic curve, we may take two (or more) of them. Consider

for instance the case of two elliptic curves X1 and X2. Let K1 and K2 be the
corresponding Sato-Tate groups. The Sato-Tate group K of the pair (X1, X2)
is a closed subgroup of K1 × K2 ; moreover both projections K → K1 and
K → K2 are surjective. There are several cases :

a) None of the curves are of CM-type, so that K1 and K2 are both equal
to SU2. This case subdivides in three :
• K = K1 ×K2 ; this occurs when X1 and X2 are not Q-isogenous. We

have K = SU2 × SU2.
• K is the graph of an isomorphism of K1 onto K2 ; this occurs where

X1 and X2 are Q-isogenous. We have K = SU2, embedded diagonally in
SU2 × SU2.
• K = C2 ·SU2, where SU2 is embedded diagonally, and C2 is the center

of {1} × SU2 ; this occurs when X2 is isogenous to a non-trivial quadratic
twist of X1.

b) The first curve is of CM-type and the second one is not. We then have
K = K1 ×K2, i.e. K = SU2 ×N(U).

64. The equation of X chosen in [KS 09] is y2 = x3 +314159x+271828, which is random
enough for our problem, even though its coefficients have a familiar look.
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c) Both curves are of CM-type, and their fields of complex multiplication
are different. We have K = K1 ×K2 = N(U) ×N(U). The group K/K0 is
elementary of type (2,2).

d) Both curves are of CM-type with the same field of complex multiplica-
tion. We then have K = Cn ·N(U), where N(U) is embedded diagonally, n
is an integer equal to 1, 2, 3, 4 or 6, and Cn is a cyclic subgroup of U×U, of
order n and intersecting trivially K0. The group K/K0 is dihedral of order
2n. One has n = 1 if and only if the two curves are Q-isogenous. As for
n = 2, 3, 4, 6, see exerc.1 and 2.

In each of the cases a), b), c), d), the Lie groups data are defined in
an obvious way. Axiom (A2) is satisfied in cases c) and d), where there is
potential complex multiplication. I am not sure whether it has already been
proved in cases a) and b). In the exercises below, we assume that it has been.

Exercises.
1) Show that case d) with n = 4 may only occur when the field of complex multiplication
is Q(i). If that field is Q(i), show that X1 and X2 are Q-isogenous to curves defined by
the equations y2 = x3 + a1x and y2 = x3 + a2x with a1, a2 ∈ Q×. Let λ = a1/a2 and let
F = Q(i, λ

1
4 ). Show that n = 1

2 [F : Q] and K/K0 ' Gal(F/Q). In particular, one has
n = 1 if and only if either λ or −4λ is a 4-th power in Q.
2) Show that case d) with n = 3 or 6 may only occur when the field of complex multiplica-
tion is Q(

√
−3). If that field is Q(

√
−3), show that X1 and X2 are Q-isogenous to curves

defined by the equations y2 = x3 + b1 and y2 = x3 + b2 with b1, b2 ∈ Q×. Let λ = b1/b2
and let F = Q(

√
−3, λ

1
6 ). Show that n = 1

2 [F : Q] and K/K0 ' Gal(F/Q). In particular,
one has n = 1 if and only if either λ or −27λ is a 6-th power in Q.
3) Assume that X1 and X2 are notQ-isogenous, and exclude case d) with n = 3. Show that
the central element (1,−1) of SU2×SU2 belongs to K. Deduce from this, and from (A2),
that, for every ε > 0, there are infinitely many p such that NX1(p)−NX2(p) > (4− ε)p 1

2 ;
more generally, the ratios (NX1

(p) − NX2
(p))/p

1
2 are equidistributed with respect to a

measure whose support is equal to [−4, 4].
In case d) with n = 3, prove a similar result with 4 replaced by 2

√
3.

[Note that the bound so obtained is better than the one given in exerc. 3 of §8.4.4.]

8.5.5. Curves 65 of genus 2
Here, there are few proofs (for the time being), but there is a wealth of

numerical examples and computations, thanks to Kedlaya-Sutherland [KS
09], completed in [FKRS 11].

65. Everything we say below applies more generally to abelian varieties of dimension 2.
Note that there are examples of such varieties that are not Q-isogenous to any principally
polarized one, cf. [Ho 01] ; their Sato-Tate group cannot thus be reduced to that of a curve
of genus 2.
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The main difference with elliptic curves is that there are many more
possibilities for the Sato-Tate group K ; instead of merely 2, there are 34 of
them, whose detailed description can be found in [FKRS 11] ; this number
would even be larger if the ground field, instead of being Q, were an arbitrary
number field.

The generic case, similar to SU2 for genus 1, is K = USp4 , a maximal
compact subgroup of the symplectic group Sp4(C) ; this case occurs if and
only if the Jacobian variety J of the given curve X “has no endomorphism”,
i.e. End/Q(J) = Z, see below. It gives a measure µ on the segment [−4, 4]
whose density is maximum at z = 0 and tends to 0 very fast when |z| → 4 ;
indeed, that density is asymptotically 1

64π
ε4 when |z| = 4−ε, with ε→ 0 and

ε > 0. The moments µ(ϕk) of µ are computed in [KS 03, §4.1] ; the first ones
are [1,0,1,0,3,0,14,0,84,0,594,0,4719]. They are 0 when k is odd, and when k
is even they are given by the formula :

µ(ϕ2m) = CmCm+2 − C2
m+1 for m > 0,

where Cm is the m-th Catalan number. A more explicit formula, due to A.
Mihailovs (quoted in [OEIS A005700], see also [Mi 03]), is :

µ(ϕ2m) =
6. 2m! (2m+ 2)!

m! (m+ 1)! (m+ 2)! (m+ 3)!
for m > 0,

which implies µ(ϕ2m) ∼ 24
π

42m/m5 when m→∞.
(Note the exponent 5 in m5, which is equal to 1

2
dimK, cf. §8.4.4.4.)

The Sato-Tate group K associated with a given curve X of genus 2 is
a closed subgroup of USp4. Moreover, by 8.2.3.6 i), its identity component
K0 is generated by Hodge circles. Using the list of the connected reductive
subgroups of Sp4, one finds that there are six possibilities for K0. They
correspond to the different possible structures of the Q-algebra A = Q ⊗
End/QJ , where J is the Jacobian of X, cf. e.g. [Mo 04, §5.7]. If one orders
them by decreasing dimension of K, they are :

i) K0 = USp4 ; dimK = 10 ; A = Q ;
ii) K0 = SU2×SU2 ; dimK = 6; A is commutative and étale of rank 2 :

either Q×Q or a real quadratic field ;
iii) K0 = U × SU2 ; dimK = 4; A = Q × E, where E is an imaginary

quadratic field ;
iv) K0 = SU2, diagonally embedded in SU2 × SU2 ; dimK = 3; A is a

quaternion algebra over Q that splits over R (it may also split over Q) ;
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v )K0 = U×U = maximal torus ofUSp4 ; dimK = 2 ; A is commutative
and étale of rank 4 (if A is a field, it is a primitive CM-field and the Galois
group of its Galois closure is either cyclic of order 4, or dihedral of order 8,
cf. [Sh 98, p. 64] ; if A is not a field, it is a product of two non-isomorphic
imaginary quadratic fields) ;

vi)K0 = U, diagonally embedded inU×U ; dimK = 1 ; A is isomorphic
to the matrix algebra M2(E) where E is an imaginary quadratic field.
Examples of each case are easily constructed :

For the first one, one may take the curve defined by the equation y2 =
x5 + x + 1, cf. [KS 09, Table 11] ; since the Galois group over Q of the
polynomial x5 + x + 1 is the symmetric group S5, it follows from a general
theorem of Zarhin (cf. [Za 02]) that A = Q, hence the Sato-Tate group is
USp4.

For the other five, one chooses a curve whose jacobian is isogenous to a
product of two elliptic curves of suitable types ; see [KS 09] and [FKRS 11]
for explicit examples.

What is more difficult is to find the list of possibilities for K when K0 is
given, because the component group K/K0 can be rather large, especially in
case vi), where it can have as many as 48 elements, see below.
The SO5 dictionary.

The group K contains the central element −1 of USp4 ; hence it is well
defined by its image K ′ in the quotient USp4/{±1} which is isomorphic 66 to
SO5(R). A conjugacy class z of K thus gives a conjugacy class g in SO5(R),
i.e. two angles (u, v), defined up to sign and up to permutation. If a1 and a2
are the first two coefficients of the characteristic polynomial of g, we have
a21 = 4(1 + cosu)(1 + cos v) and a2 = 2(1 + cosu+ cos v).
This dictionary makes the description of K easier. For instance, case vi)
corresponds to K ′ 0 = SO2(R), embedded in SO5(R) in an obvious way.
By looking at the normalizer of SO2(R) in SO5(R), one sees that the finite
group F = K/K0 = K ′/K ′ 0 embeds in {±1} × SO3(R) ; moreover, the
elements of F have order 1, 2, 3, 4 or 6 : this follows from the rationality
properties of the Frobenius elements sp, combined with the equations for a21
and a2 given above. These properties imply that F is a subgroup of either
{±1} × D6 or {±1} × S4, where D6 is the dihedral group of order 12, and

66. We are taking advantage of the fact that the Lie types Bg and Cg coincide when
g = 2. No such luck when g > 2 !
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S4 is the symmetric group on 4 letters ; moreover, the projection F → {±1}
is surjective, because of the element γ of §8.2.3.4 (complex conjugation).
As shown in [FKRS 11], all the finite groups satisfying these conditions do
occur, with three exceptions which would not be compatible with the known
structure of the algebra A.

8.5.6. The case w = 2 : projective surfaces
Here, X is a smooth projective surface over Q and w = 2, i.e. we look at

H2(X, `) ; we assume for simplicity that X is geometrically irreducible, and
we put n = B2(X) = h2,0+h1,1+h0,2, where the hp,q are the Hodge numbers :
h2,0 = dimH2(X,Ω0) = dimH0(X,Ω2) = h0,2 and h1,1 = dimH1(X,Ω1),

with standard notation. The Hodge circle has weights {−2, 0, 2} with multi-
plicity h0,2, h1,1, h2,0 respectively.

If ρ is the Picard number of X, i.e. the rank of the Néron-Severi group
NS, we have ρ 6 h1,1.

8.5.6.1. The embedding K ⊂ On(R) and the character ε.
Since w is even, the Sato-Tate group K leaves invariant a non-degenerate

quadratic form, cf. §8.2.3.5 ; this gives an embedding ofK into the orthogonal
group On(R). This embedding depends on the choice of a polarization on X,
but the corresponding quadratic character

ε : K → On(R) → {1,−1}

is independent of it ; since it is trivial on K0, we may view it as a character of
ΓQ : it corresponds to the action of that group on ∧nH2(X,Q`(1)). (Note the
Galois twist by w/2 = 1 ; it has the same effect as the analytic normalisation
f(p) = hw(p)/pw/2 of §8.1.1.)

The character ε can be described as a kind of discriminant for the de
Rham cohomology of X, cf. [Sa 94, Theorem 2].

8.5.6.2. The embedding K0 ⊂ On−ρ(R).
We have a natural embedding of NS ⊗Z Q` into H2(X,Q`(1)), and the

action of ΓQ on that subspace factors through a finite group. This implies
that the identity component K0 of K acts trivially on a ρ-dimensional space,
i.e. is contained in a conjugate of On−ρ(R).

Note also that NS ⊗Z Q` contains a 1-dimensional subspace fixed under
ΓQ ; this shows that K is contained in On−1(R), up to conjugation.

8.5.6.3. The case where h2,0 = 0.
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Here the Hodge circle is trivial, and so is K0 ; indeed, by a well-known
theorem of Lefschetz, we have ρ = h1,1 = n : the whole cohomology is
algebraic. Hence K is finite.

This applies in particular whenX is geometrically rational, cf. §2.3.3). For
instance, if X is a smooth cubic surface, K is the image of ΓQ →Weyl(E6),
and the quadratic character ε is ΓQ → Weyl(E6) → {1,−1} ; this character
can be written explicitly in terms of the discriminant of an equation of X 67

of the surface, cf. [EJ 10, Theorem 2.12].
8.5.6.4. The case where X is an abelian surface.
We have n = 6, so that K may be viewed (see §8.5.6.2) as a subgroup of

O5(R). In fact, K is a subgroup of SO5(R). More precisely, it is the group
denoted by K ′ at the end of §8.5.5 ; according to [FKRS 11], there are 34
different possibilities for it.

8.5.6.5. K3-surfaces.
If X is a K3-surface, we have h2,0 = h0,2 = 1, h1,1 = 20, and n = 22. The

Picard number ρ belongs to the interval [1,20]. The two extreme cases ρ = 1
and ρ = 20 are possible :

i) The generic case is ρ = 1. In that case, it may happen that K is equal
to O21(R), cf. [Te 85] and [El 04].

ii) The case ρ = 20 implies K0 = SO2(R) = Hodge circle ; there is
potential complex multiplication. Explicit examples can be found in [SI 77],
[PTV 92] and [Li 95].
Exercise. Let ε be the quadratic character of ΓQ defined in §8.5.6.1 ; view it as a Dirichlet
character with values in {1,−1}.

a) Show that, for every large enough p, the sign of the functional equation of ζX,p is
(−1)nε(p), where n = B2(X).

b) Show that ε(−1) = (−1)m, where m = 1
2 (NX(1) + NX(−1)) = 1

2 (χ(X(C) +

χ(X(R))).

67. More precisely, one has ε(p) = (−3∆
p ), with the definition of the discriminant ∆ given

by G. Salmon in 1861 and corrected by W.L. Edge in 1980, as explained in [EJ 10, §2].
There is a similar formula for every even-dimensional smooth hypersurface of a projective
space, cf. [Sa 12].
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Chapter 9. Higher dimension : the prime number theorem and
the Chebotarev density theorem

As we shall see, the results of §7.2.1 can be reformulated as a kind of
“prime number theorem” for a scheme T of arbitrary dimension ; one may
then define a notion of density (cf. [Pi 97 App.B]) and prove a “Chebotarev
density theorem” as in [Se 65], [Fa 84] and [Pi 97]. One can then transpose
to the case of a T -scheme X almost everything done in the previous chapters
for a Z-scheme.

9.1. The prime number theorem

9.1.1. Notation

Let T be a scheme of finite type over Z ; as in §1.5, we denote by T the
set of its closed points. If t ∈ T , the residue field κ(t) is finite ; let |t| be
its number of elements and pt its characteristic. We have |t| = p

d(t)
t with

d(t) > 1 ; the integer d(t) is called the degree of t.
For any given x ∈ R there are only finitely many t with |t| 6 x ; let πT (x)

be their number. When T = SpecOK , where OK is the ring of integers of a
number field K, the function πT coincides with the prime counting function
πK of §3.1.1.
9.1.2. Hypotheses

We shall be interested in the case where T has the following two proper-
ties :

(a) T is irreducible ; we denote by d its dimension, and by K the residue
field of its generic point.

(b) The natural map T → SpecZ is dominant (equivalently : the field K
has characteristic 0, in which case it is an extension of Q of transcendence
degree d− 1).

Note that we are eliminating the equal characteristic case, where K has
characteristic p > 0. This case is interesting, too, but the statements are a
bit different : the function πT (x) jumps so much when x reaches a power of
p that none of the theorems 9.1 and 9.11 below remains valid - they have to
be restated in terms of Dirichlet’s analytic density, as in [Se 65] and [Pi 97].
9.1.3. Statement of the theorem

We make on T the two hypotheses (a) and (b) above. The following
statement is a generalization of Theorem 3.1 :
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Theorem 9.1. There exists c > 0 such that
πT (x) = Li(xd) +O(xdexp(−c

√
log x )) for x→∞.

Corollary 9.2. πT (x) ∼ xd

d log x
for x→∞.

The proof of Theorem 9.1 will be given in §9.1.6.
Remark. Under GRH, the error term in Theorem 9.1 can be improved to
O(xd−

1
2 log x) ; the proof is the same.

9.1.4. Reduction to degree 1
We now show that the t of degree > 1 can be neglected. More precisely,

let us define :
π1
T (x) = number of t ∈ T of degree 1 with |t| 6 x ;
π2
T (x) = number of t ∈ T of degree > 2 with |t| 6 x.

We have πT (x) = π1
T (x) + π2

T (x). The following lemma shows that π2
T (x) is

indeed negligible, compared with Li(xd) :
Lemma 9.3. π2

T (x) = O(xd−
1
2 ) for x→∞.

Remark. This bound is not optimal ; the order of magnitude of π2
T (x) is in

fact xd−
1
2/log x : see the Exercise at the end of the next section.

9.1.5. Proof of Lemma 9.3
Note first that every t ∈ T of degree e gives e elements of T (Fpe), with

p = pt ; in particular, we have
π2
T (x) 6

∑
p,eNT (pe)/e,

where the sum is over the pairs (p, e) with 2 6 e 6 log x
log p

. The p-fiber of T is an
Fp-scheme of dimension 6 d− 1, and its Betti numbers with proper support
remain bounded when p varies (this is a general property of algebraic families
- it follows from the constructibility of the direct image sheaves Rif!Q`, where
f is the projection T → SpecZ). This implies (cf. Theorem 4.7) :

NT (pe) << pe(d−1) << xd−1.

The number of e’s is bounded by log x/log p << log x and the number of p’s
is π(x

1
2 ) << x

1
2/log x. We thus get :

π2
T (x) << xd−1x

1
2 log x/log x = xd−

1
2 ,

as wanted.
Exercise. Let εT be the permutation character of ΓQ associated with T as in §7.2.1, and
let Ψ2εT be its transform by the Adams operator Ψ2. Show that

π2
T (x) ∼ <Ψ2εT , 1> xd−

1
2

(2d− 1) log x
for x→∞.
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[Hint. Use Corollary 7.11 to estimate the terms corresponding to e = 2, and show that the
contribution of the others is << xd−

2
3 .]

9.1.6. Proof of Theorem 9.1
Because of Lemma 9.3, we may neglect the t’s of degree > 1, i.e. replace

πT (x) by π1
T (x). But π1

T (x) is the same as the sum
∑

p6xNT (p). By Corollary
7.13, applied to T with d replaced by d− 1, there exists c > 0 such that

π1
T (x) = Li(xd) +O(xde−c

√
log x) for x→∞.

9.1.7. The zeta point of view
Instead of counting points, one may look at the zeta function ζT (s) =∏

t∈T 1/(1−|t|−s), as in §1.5 ; the product converges absolutely for Re(s) > d.
It turns out that this function does not differ much from ζK0(s− d+ 1),

where K0 is the maximal number field contained in K (i.e. the algebraic
closure of Q in K). In order to state the result more precisely, let us say that
an Euler product

F =
∏

p

∏
i(1− αi,pp−s)−1

has size 6 r, where r is a positive real number, if :
i) the number of the αi,p relative to a given p remains bounded when p

varies ;
ii) |αi,p| 6 pr for every pair (i, p).

Such an Euler product converges absolutely for Re(s) > r + 1. The relation
between ζT (s) and ζK0(s− d+ 1) can then be stated as :
Theorem 9.4. There exists two Euler products F1 and F2 of size 6 d − 3

2

such that ζT (s) = ζK0(s − d + 1)F1(s)
−1F2(s).m(s), where m(s) is a finite

product of factors (1− λp−s)±1 with |λ| = pd−1.
The proof is analogous to that of Theorem 9.1 ; it is given, in a slightly less

precise form, in the three papers [Se 65], [Fa 84] and [Pi 86] quoted above.
One may summarize it by saying that the top cohomology (in dimension
2d − 2) of the fibers of T → SpecZ gives the term ζK0(s − d + 1)m(s) ,
while the lower cohomology gives F1 and F2. The proof also shows that one
can choose F1, F2 and m such that all the αi,p that occur in F1 and F2 are
p-Weil integers of weight 6 2d − 3 and that the λ’s occurring in m(s) are
Weil numbers of weight 2d− 2.
Corollary 9.5 (cf [Se 65]).The function ζT (s) extends analytically to a me-
romorphic function on the half-plane Re(s) > d− 1

2
that has a simple pole at

s = d and is holomorphic elsewhere.
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Moreover any zero-free region for ζK0(s) inside Re(s) > 1
2
gives a corres-

ponding zero-free region for ζT (s) inside Re(s) > d − 1
2
. In particular, ζT (s)

is holomorphic and non-zero at every point s 6= d of the line Re(s) = d.
Remark. One expects also that the functions F1 and F2 are finite products
of functions of the form fi(s− 1

2
ci), where fi(s) belongs to the Selberg class

(cf. e.g. [KP 99]), and ci is an integer with 0 6 ci 6 2d− 3.

9.2. Densities
We keep the hypotheses of §9.1.2 : the scheme T is irreducible of dimension

d and the map T → SpecZ is dominant.
9.2.1. Definition

Let P be subset of T ; as in §3.1.3, if x is a real number, we denote by
πP (x) the number of t ∈ T with |t| 6 x, and we define the upper density and
the lower density of P by the formulae :

upper-dens(P ) = lim sup πP (x)/πT (x) for x→∞,
and

lower-dens(P ) = lim inf πP (x)/πT (x) for x→∞.
We say that P has density λ if upper-dens(P ) = lower-dens(P ) = λ, i.e. if

πP (x) = λxd/d log x+ o(xd/log x) for x→∞.
Numbering. It is sometimes convenient to restate the above definitions by
numbering the elements of T as {t1, ..., tn, ...} with the following two condi-
tions :

(i) ti = tj ⇐⇒ i = j ;
(ii) |ti| < |tj| =⇒ i < j.
A subset P of T has density λ in T if and only if the set of n’s with tn ∈ T

has density λ in N.
[That this notion is independent of the numbering follows from the fact that two different
numberings {t1, ..., tn, ...} and {t′1, ..., t′n, ...} are close to each other in the following sense :
if σ is the unique permutation of N such that t′n = tσ(n), then |n − σ(n)| = o(n). Such a
result would not hold in the equi-characteristic case.]

9.2.2. Examples of sets of density 0

Proposition 9.6. If P is not Zariski-dense in T , then πP (x) = O(xd−1/log x);
in particular dens(P ) = 0.

Corollary 9.7. If upper-dens(P ) > 0, then P is Zariski-dense in T .
Proof of Proposition 9.6. Since P is not Zariski-dense, it is contained in a
finite union of T i, with Ti ⊂ T and dimTi < d. By Corollary 9.2, each πTi(x)
is O(xd−1/log x). This implies πP (x) = O(xd−1/log x); hence dens(P ) = 0.
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Proposition 9.8. The subset of T made up of the t’s of degree > 1 has
density 0.
Proof. This follows from Lemma 9.3.
9.2.3. Birational invariance of the density

Let T ′ be another irreducible scheme of finite type over SpecZ, and as-
sume that it is “birationally isomorphic” to T , i.e. that we have open dense
subschemes U and U ′ of T and T ′ and an isomorphism U ' U ′ by which we
identify U and U ′.
Proposition 9.9. Let P be a subset of T and let P ′ be a subset of T ′. Suppose
that P ′ ∩ U ′ = P ∩ U . Then dens(P ) = dens(P ′).
Proof. Let Q = P P∩U and let Q′ = P ′ P ′∩U ′. Proposition 9.6 shows that
πQ(x) = O(xd−1/log x), hence dens(Q) = 0 ; similarly π′Q(x) = O(xd−1/log x),
and dens(Q′) = 0. Hence :

dens(P ) = dens(P ∩ U) = dens(P ′ ∩ U ′) = dens(P ′).

The three propositions above will allow us to make several restrictive as-
sumptions on T , if needed. For instance, we shall be able to assume that T
is reduced, or normal, or smooth over Z, and that it is affine. We shall also
be able to restrict ourselves to closed points of degree 1.
Exercise. If P and P ′ are as in Proposition 9.9, show that πP (x)−πP ′(x) = O(xd−1/log x).

9.2.4. Example of a set of density 1
2

Suppose we have a dominant map f : T ′ → T , where T ′ has the same
properties as above, with the difference that f is “quadratic”, i.e. gives rise
to a quadratic extension K ′/K, where K ′ is the residue field of the generic
point of T ′.
Proposition 9.10. Let P be the subset of T made up of the points t such that
there exists t′ ∈ T ′ such that f(t′) = t and d(t′) = d(t). Then dens(P ) = 1

2
.

[This may be viewed as a special case of the Chebotarev theorem discussed
in the next section.]
Proof. Using the reductions mentioned in §9.2.3, we may assume that the
map f is finite étale of degree 2. Let T 1 and T ′1 be the subsets of T and T ′

made up of the points of degree 1. The image of f : T ′1 → T 1 is P ∩ T 1, and
each fiber of that map has two elements. This shows that π1

T ′(x) = 2πP∩T 1(x)

for every x ∈ R. By Theorem 9.1 and Lemma 9.3, we have π1
T ′(x) ∼ Li(xd),

hence πP∩T 1(x) ∼ 1
2
Li(xd), which means that P ∩ T 1 has density 1

2
, and by

Proposition 9.8 this implies that P itself has density 1
2
.

136



9.3. The Chebotarev density theorem
9.3.1. Notation

9.3.1.1. We keep the hypotheses of §9.1.2 and §9.2 about T , and we also
assume that T is affine and normal, so that T = Spec Λ and T = Max Λ,
where Λ is an integrally closed domain, that is finitely generated as a Z-
algebra. LetK be the field of fractions of Λ ; it is a finitely generated extension
of Q of transcendence degree d − 1 ; conversely, every such extension is the
field of fractions of a suitable Λ of dimension d.

9.3.1.2. Let K ′ be a finite Galois extension of K, with Galois group G.
Denote by Λ′ the integral closure of Λ in K ′ ; it is integrally closed and its
field of fractions is K ′ ; moreover, it is stable under the action of G. Let T ′
be Spec Λ′ ; the group G acts on T ′, and we have a natural isomorphism
T ′/G ' T which induces a bijection T ′/G ' T .

9.3.1.3. Decomposition, inertia and Frobenius. Let t′ be a point of T ′ and
let t be its image in T ; they correspond to maximal ideals m′ and m of Λ′

and Λ. As in §3.2.2, we may define :
- the decomposition subgroup Dt′ , i.e. the subgroup of G fixing t′ ;
- the inertia subgroup It′ , i.e. the kernel of Dt′ → Gal(κ(t′)/κ(t)).

Since the map Dt′/It′ → Gal(κ(t′)/κ(t)) is an isomorphism (see e.g. [AC
V-VI, Chap.V, §2, no 2]), we thus get a canonical generator σt′/t of Dt′/It′ ,
which is the (arithmetic) Frobenius relative to t′. When It′ = 1 , then T ′ → T
is étale above t, and we say that the covering T ′ → T is unramified at t ; the
element σt′/t may then be viewed as an element of Dt′ and hence of G. Its
conjugacy class depends only on t, and will be denoted by σt.
9.3.2. Statement of the density theorem

It is essentially the same as the standard one (which corresponds to the
case d = 1, where d = dimT = dimT ′), namely :
Theorem 9.11. Let C ⊂ G be stable under inner conjugation, and let T (C)
be the set of t ∈ T such that T ′ → T is unramified at t and σt belongs to C.
Then there exists c > 0 such that

πT (C)(x) = |C|
|G|Li(xd) +O(xd exp(−c

√
log x )) for x→∞.

The proof will be given in §9.4 ; it is a generalization of that of Theorem
9.1 (which is the special case where G = 1). It will also show that, if GRH is
true, the error term can be replaced by O(xd−

1
2 log x).

Corollary 9.12. The set T (C) has a density in the sense of §9.2.1; that
density is equal to |C||G| .
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Remark. As in the number field case, this corollary can be interpreted as an
equidistribution statement. More precisely, if we assume that T ′ is étale over
T (i.e. that G acts freely), and if we choose a numbering {t1, ..., tn, ...} of
T as in §9.2.1, then Corollary 9.12 says that the sequence of the Frobenius
elements {σt1 , ..., σtn , ...} is equidistributed in ClG for the Haar measure.

Note also the following useful consequence of Corollary 9.12, combined
with Proposition 9.6 :
Corollary 9.13. If C 6= ∅, then T (C) is Zariski-dense in T .
Exercise (A T -analogue of the arithmetic progression theorem)

Let n be an integer > 1 and let χn : Gal(K/K) → (Z/nZ)× be the n-th cyclotomic
character. Let m be the order of Im(χn) ⊂ (Z/nZ)×. Let a be an element of (Z/nZ)×,
and let T a be the set of all t ∈ T such that |t| ≡ a (mod n). Prove :

i) T a = ∅ if a /∈ Im(χn);
ii) If a ∈ Im(χn), T a is frobenian with density 1/m.

[Hint. Let zn be a primitive n-th root of unity in K. The group G = Im(χn) is the Galois
group of the extension K(zn)/K. Apply Corollary 9.12 to the pair (Λ[zn, 1/n],Λ[1/n]) and
observe that, if t belongs to Max Λ[1/n], the corresponding Frobenius σt is the image of
|t| in (Z/nZ)×.]

9.3.3. Frobenian maps and frobenian sets
The definitions and results of §3.3 extend to T without any other change

than replacing the finite sets S of §3.3 by the subsets of T that are not
Zariski-dense. For instance :

Let Ω be a set, let S be a subset of T that is not Zariski-dense, and let
f : T S → Ω be a map. We say that f is S-frobenian if there exists a finite
Galois extension K ′/K, and a map ϕ : G → Ω, where G = Gal(K ′/K),
having the following properties :

a) ϕ is invariant under G-conjugation, i.e. factors through G→ ClG.
b) The extensionK ′/K is “ unramified outside S ”, i.e., if Λ′ is the integral

closure of Λ in K ′, then Λ′ is étale over Λ above every point of T S.
c) f(t) = ϕ(σt) for every t ∈ T S.

A subset Σ of T is called S-frobenian if its characteristic function is S-
frobenian. When it is so, Theorem 9.11 shows that the density of Σ exists
and is a rational number ; when Σ 6= ∅, we have dens(Σ) > 0.

Other definitions extend similarly. For instance, a subset Σ of T is cal-
led frobenian if there exists a non-Zariski-dense S such that Σ S ∩ Σ is
S-frobenian. We leave to the reader the task of stating and proving the ana-
logues of Propositions 3.7, 3.8 and 3.9 in the T -context.
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9.4. Proof of the density theorem
9.4.1. Strategy

We shall prove Theorem 9.11 by the standard method in such questions,
that is :

a) Reduction to the case d = 1 , whereK is a number field ; this means ap-
plying algebraic geometry (especially the Deligne-Weil bounds) to the fibers
of T → SpecZ.

b) When d = 1, using standard results of analytic number theory.
Since we already have recalled in §3.2 the basic tools for b), we only have
to take care of a). This will be done by introducing a 1-dimensional covering
T ′0 → T0 with a commutative diagram :

T ′

↙ ↘
T T ′0
↘ ↙

T0

with the property that the fibers of T ′ → T ′0 and T → T0 are geometrically
irreducible of dimension δ = d − 1 [this is a kind of Stein factorization of
T ′ → SpecZ and T → SpecZ]. The reduction process consists in showing
that Theorem 9.11 for T ′ → T follows by a δ-shift from Theorem 9.11 for
T ′0 → T0, which itself is equivalent to the standard Chebotarev Theorem
given in §3.2.
9.4.2. Construction of T ′0 → T0

Let K0 and K ′0 be the “fields of constants” of the function fields K and K ′,
i.e. the largest number fields contained in K and K ′, cf. §9.1.7. The group G
acts on K ′0 and its fixed subfield is K0 ; hence K ′0 is a Galois extension of K0,
and we have Gal(K ′0/K0) = G/N where N is the kernel of G→ Aut(K ′0).

We thus have a diagram of Galois extensions :

K ′0 → K ′

G/N ↑ ↑ G
K0 → K.

Since the extensions K/K0 and K ′/K ′0 are regular ([A IV-VII, Chap.5, §17,
no 4]), and of transcendence degree δ, they correspond to geometrically irre-
ducible varieties of dimension δ. More precisely, after replacing T and T ′ by

139



small enough affine open subschemes, we may assume that we have a diagram
of schemes such as

T ′ → T ′0
G ↓ ↓ G/N

T → T0

where T0 and T ′0 are normal irreducible of dimension 1, with function fieldsK0

and K ′0 respectively, the fibers of T → T0 and of T ′ → T ′0 being geometrically
irreducible 68 of dimension δ. By taking even smaller open sets, we may also
ensure that G acts freely on T ′ and that G/N acts freely on T ′0, the quotients
being T and T0 respectively. We can also assume that the ring Λ (the affine
ring of T ) contains 1/` for at least one prime `. Such changes are allowed
because they only modify πT (C)(x) by O(xd−1/log x), which is smaller than
the error term O(xd exp(−c

√
log x )) of Theorem 9.11.

9.4.3. Reformulation of the theorem
It will be convenient to restate Theorem 9.11 in terms of a class function

f on G.
If we put

AT (f, x) =
∑
|t|6x

f(σt),

then Theorem 9.11 is equivalent to :
Theorem 9.14. We have

AT (f, x) = <f, 1>G Li(xd) +O(xd exp(−c
√

log x )) for x→∞.
Indeed, by linearity, this statement is true if and only if it is so when f is

the characteristic function of a conjugacy class of G, in which case it is the
same as Theorem 9.11.
9.4.4. The reduction process

Let f be as above, and let fN be the corresponding function on G/N ,
cf. §5.1.4 and §9.3.3. Note that <f, 1>G = <fN , 1>G/N . We may apply the
definitions and notation of the previous section to the G/N -covering T ′0 → T0.
Hence fN(σt0) makes sense for every t0 ∈ T 0 and so does AT0(fN , x).

Let us now choose a prime number ` such that the `-fiber of T → SpecZ
is empty ; this is possible by assumption, cf. §9.4.2. If t0 is a point of T 0,
denote by B(t0) the sum of the `-adic Betti numbers (for the cohomology

68. We are using here the fact that geometrical irreducibility, if true for a generic fiber,
is true for every fiber in a dense open set, cf. [EGA IV, Théorème 9.7.7].
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with proper support) of the t0-fiber of T ′ → T0. The integers B(t0) remain
bounded when t0 varies, cf. e.g. Theorem 4.12 ; let B be their upper bound.
Proposition 9.15. For every t0 ∈ T 0, we have

|
∑
t→t0

f(σt) − |t0|δfN(σt0)| 6 (B − 1).||f ||.|t0|δ−
1
2 ,

where the sum extends to all t ∈ T above t0 with the same degree as t0, and
||f || =

∑
g∈G |f(g)|.

The proof will be given in §9.4.6 and §9.4.7.

9.4.5. Proof of Theorems 9.11 and 9.14
Let us show how Theorem 9.14 (and hence Theorem 9.11) follows from

Proposition 9.15. Let A1
T (f, x) be the same sum

∑
|t|6x f(σt) as for AT (f, x),

except that the summation is restricted to the t’s that are of degree 1. We
have
(9.4.5.1) A1

T (f, x) = AT (f, x) + O(xd−
1
2 ),

since the number of the t’s of degree > 1 is O(xd−
1
2 ), cf. Lemma 9.3. It will

then be enough to prove Theorem 9.14 with AT (f, x) replaced by A1
T (f, x).

We may rewrite A1
T (f, x) as :

A1
T (f, x) =

∑1
|t0|6x

∑1
t→t0 f(σt),

where the first
∑1 means that the summation is restricted to the t0 ∈ T 0 of

degree 1, and the second one is similarly restricted to the t’s of degree 1. By
Proposition 9.15, this gives :

A1
T (f, x) =

∑1
|t0|6x |t0|

δfN(σt0) + O(
∑1
|t0|6x |t0|

δ− 1
2 ),

hence :
(9.4.5.2) A1

T (f, x) =
∑1
|t0|6x |t0|

δfN(σt0) +O(xd−
1
2 ).

By Lemma 9.3 applied to T0, the number of t0’s of degree > 1 with norm
6 x is O(x

1
2 ). If such t0’s were included in the above sums, their contribution

would be O(xd−
1
2 ), hence would be negligible. This shows that

A1
T (f, x) =

∑
|t0|6x |t0|

δfN(σt0) + O(xd−
1
2 ) ,

with no restriction on the degree of t0. But T 0 is the same as the set of non-
zero prime ideals of the ring of integers of K0, except that a finite number
of such primes have been deleted. We may thus apply Theorem 3.6 to the
Galois extension K ′0/K0 , and we get :∑

|t0|6x |t0|
δf(σt0) = <fN , 1>G/N Li(xd) +O(xd exp(−c

√
log x )).

141



By applying (9.4.5.1) and (9.4.5.2), we get the same estimate for A1
T (f, x)

and AT (f, x) ; since <fN , 1>G/N = <f, 1>G, this concludes the proof of
Theorem 9.14. Moreover, if one assumes that GRH holds for K ′0, the error
term can be replaced by O(xd−

1
2 log x).

9.4.6. Proof of Proposition 9.15 : rewriting
∑
f(σt) in terms of num-

ber of fixed points
Notation. If ψ is an endomorphism of a k-variety V , we denote by Fix(ψ) the
number of fixed points of ψ acting on V (k) ; in all the cases we shall consider,
that number is finite.
[A traditional notation for Fix(ψ) is Λ(ψ), in honor of Lefschetz ; unfortunately, we are
already using the letter Λ for something else.]

We apply this notation to the case where k = κ(t0), where t0 is a given
point of T 0, and V is the fiber of t0 for the map T ′ → T0. The group G acts
on V , and so does the Frobenius endomorphism F relative to the finite field
κ(t0). These two actions commute. For every g ∈ G, it is well known that
the endomorphism gF of V has only a finite number of fixed points, so that
Fix(gF ) is a well defined positive integer.

The following lemma is standard in the theory of L-functions ; it relates
the classical definition of these functions with their interpretation in terms
of fixed points :
Lemma 9.16. With the notation f, t0, ... as above, we have

∑
t→t0

f(σt) =
1

|G|
∑
g∈G

f(g) Fix(g−1F ),

where the left sum is over the t ∈ T over t0 with the same degree as t0.
Proof. Let us simplify the notation by writing :

k = κ(t0) ;
X = fiber of t0 in the projection T → T0 ;
X ′ = T ′(t0) = fiber of t0 in the projection T ′ → T0.

The group G acts freely on X ′ and we have X ′/G = X. For every g ∈ G,
denote by X ′g the subset of X ′(k) made up of the fixed points of g−1F . We
have |X ′g| = Fix(g−1F ). Since G acts freely, these sets are disjoint. A point
t ∈ X(k) is k-rational if and only if it belongs to the image by X ′ → X of
one of the X ′g, in which case we have σt = g in ClG 69.

69. This formula is correct if we make G act on T ′ and X ′ by “transport de structure”,
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By linearity, it is enough to prove Lemma 9.16 when f is the characteristic
function ϕC of a conjugacy class C of G. Let us then define XC as the set
of t ∈ X(k) with σt ∈ C, and define X ′C as the disjoint union of the X ′g for
all g ∈ C. The arguments above show that the inverse image of XC in X ′(k)
is equal to X ′C . Hence we have |XC | = 1

|G| |X
′
C | , which is equivalent to the

formula of Lemma 9.16 for f = ϕC .

9.4.7. End of the proof of Proposition 9.15
Let us keep the notation of §9.4.6, and denote by Fix0(g

−1F ) the number
of fixed points of g−1F acting on the t0-fiber of T ′0 → T0.
Lemma 9.17. For every g ∈ G we have :
|Fix(g−1F )− |t0|δ.Fix0(g

−1F )| 6 |G|(B − 1)|t0|δ−
1
2 .

Proof.
Consider first the case g = 1. Then Fix(g−1F ) = Fix(F ) is the number

of k-points of X ′(t0), and we have a similar result for Fix0(F ), with X ′

replaced by X ′0. The fibers of X ′(t0) → X ′0(t0) are geometrically irreducible
of dimension δ, and the sum of their Betti numbers is 6 B.

If ν is the number of k-points of such a fiber, Deligne estimates imply
that |ν − |t0|δ| 6 (B − 1)|t0|δ−

1
2 . By adding up, this shows that

|Fix(F ) − |t0|δ Fix0(F )| 6 (B − 1)|t0|δ−
1
2 Fix0(F ),

and since |Fix0(F )| = |X ′0(t0)| 6 (G : N) we get the bound we want.
The case g 6= 1 is analogous. One changes by a Galois twist the k-

structures of X ′(t0) and X ′0(t0) in such a way that the new Frobenius en-
domorphism is g−1F ; the Betti numbers do not change and the previous
argument applies.

Proof of Proposition 9.15.
We want to prove the upper bound
(∗) |

∑
t→t0 f(σt) − |t0|δfN(σt0)| 6 (B − 1).||f ||.|t0|δ−

1
2 .

Using Lemma 9.16, we may replace
∑

t→t0 f(σt) by 1
|G|
∑

g∈G f(g) Fix(g−1F ),
where the fixed point number is relative to the action of g−1F on T ′(t0). By
the same lemma, applied to T ′0 → T0, we may replace the term |t0|δfN(σt0) by

1
|G/N |

∑
γ∈G/N f

N(γ) Fix0(γ
−1F ), which is equal to 1

|G|
∑

g∈G f(g) Fix0(g
−1F ).

The left side of (∗) can thus be majorized by

which is a left action ; if we had used functoriality, which gives a right action, we would
have σt = g−1.
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1
|G| |
∑

g∈G |f(g)|.|Fix(g−1F )− |t0|δ.Fix0(g
−1F )|,

and by applying Lemma 9.17 to each term |Fix(g−1F ) − |t0|δ.Fix0(g
−1F )|,

we get (∗).
This concludes the proof of Proposition 9.15, and hence of Theorems 9.11

and 9.14.

9.5. Relative schemes
9.5.1. The relative setting

We keep the notation of §9.3.1 : the affine scheme T = Spec Λ is normal,
irreducible, of dimension d and the morphism T → Spec Z is dominant ; its
field of fractions K is a finitely generated extension of Q, of transcendence
degree d− 1.

Let X → T be a scheme over T , that is of finite type (over T or over
Spec Z, it amounts to the same). Denote by X0 its generic fiber ; it is a K-
variety. For every t ∈ T , let Xt denote the fiber of X over t ; it is a scheme
over the residue field κ(t). If e is an integer > 0, we denote by NX(te) the
number of points of Xt with values in a field extension of κ(t) of degree e [we
could also accept any e ∈ Z, as in §1.5] ; when e = 1, we write NX(t) instead
of NX(te).
9.5.2. A claim

We only offer the following admittedly imprecise statement :
Claim 9.18. Almost all the definitions, results and conjectures given in Chap-
ters 6, 7 and 8 for the fonction p 7→ NX(p) can be extended to t 7→ NX(t).
[Note that this includes in particular the case where K is a number field.]
The justification of the claim is that the arguments of Chapters 6, 7 and 8
only use :

(a) basic facts on schemes over finite fields ;
(b) general facts on group representations and densities ;
(c) the Chebotarev density theorem ;
(d) the frobenian interpretation of NX(pe).

Items (a) and (b) have already been handled in Chap.4 and Chap.5, and (c)
has been done in §9.3 and §9.4. As for (d), see §9.5.3 below.
9.5.3. The `-adic representations

We need to replace the Galois group ΓS of §6.1 by the fundamental group
π1(T ) of T relative to the geometric point SpecK → T , cf. e.g. [SGA 1, V,
§§7-8]. The field-theoretic definition of π1(T ) is that it is the Galois group of
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KT/K, where KT is the maximal subextension of K that is unramified over
T 70.

Assume for simplicity thatX is separated (the general case can be handled
by the same technique as in §6.1), and let us denote by X the geometric
generic fiber of X → T , i.e. the K-variety deduced from X0 by the base
change K → K. Let H i

K(X, `) be the i-th cohomology group of X with
coefficients in Q`. There is a natural action of ΓK on this Q`-vector space.
Theorem 9.19. There exists a closed non-Zariski-dense subscheme S of T
with the following two properties :

1) For every i, the action of ΓK on H i
K(X, `) is unramified over T S,

i.e. factors through the group π1(T S).
2) For every closed point t of T S, and every integer e, we have

NX(te) =
∑
i

(−1)iTr(get |H i(X, `)),

where gt denotes the geometric Frobenius of t, viewed as a conjugacy class in
π1(T S).

The proof is the same as that of Theorem 6.1.
The properties of the `-adic representations H i(X, `) given in Chap.6 and
Chap.7 extend without any change. One only has to replace “finite set S of
primes” by “closed non-Zariski-dense subscheme S of T ”. Let us for instance
write down the analogue of Theorem 6.14 :
Theorem 9.20. Let X and Y be two T -schemes of finite type over T . Suppose
that |NX(t)−NY (t)| remains bounded when t varies. Then there exists a closed
non-Zariski-dense subscheme S of T such that the map t 7→ NX(t)−NY (t)
is S-frobenian, in the sense defined in §9.3.3.
The proof is the same.

We leave to the reader the task of translating most of the other results of
Chap.6 and Chap.7 in a similar way.
9.5.4. Sato-Tate

As for Chap.8 (Sato-Tate), there is not much to change either. Note that
the µ-equidistribution conjecture should be formulated in terms of a numbe-

70. More concretely, a finite subextension K ′/K is contained in KT if and only if the
normalization of Λ in K ′ is étale over Λ.
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ring of T , as in §9.2.1. Or, equivalently, it could be stated as

µ(ϕ) = lim
x→∞

1

πT (x)

∑
|t|6x

ϕ(f(t)),

with the same notation as in §8.1.2.
There is one change that is worth mentioning : the existence of the element

γ in 8.2.3.4 should only be postulated when T has a smooth R-point. This
makes the list of the possible Sato-Tate groups a bit larger (up to 3 for elliptic
curves, and up to about 50 for curves of genus 2, see [FKRS 11] ).

An interesting fact is that the Sato-Tate conjecture is sometimes easier
to prove in the higher dimensional case (d > 1) than in the number field
case, thanks to the information given by the geometric monodromy (as done
by Deligne in characteristic p, cf. [De 80]). An early instance of this is [Bi
68] 71 which handles the case of the elliptic curve y2 = x3 − ax − b over
T = SpecZ[a, b], where a and b are independent indeterminates.

71. Beware of a misprint in that paper : the values of S1(p), S2(p), ... given in Theorem 2
should be multiplied by p− 1.
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Index of Notations

A1 = affine line : 6.1.1
An = affine space of dimension n : 6.1.3
Am(C, x), Am(f, x) : 3.2.4
(A0), ..., (A5) : 8.2.2, 8.2.3
B = B(X) +B(Y ) : 6.3.3
B = upper bound of the B(t0) : 9.4.4
Bi, Bi(X) = Betti numbers with proper support : 4.5, 6.3.3
B(X) =

∑
Bi(X) : 6.3.3

Bi(X) = virtual Betti numbers : 7.1.3
CG,K : 5.1.1
ClG = set of conjugacy classes of G : 3.2.2
Cl(G,K),Cl(G,A) : 5.1.1
Cn = n-th Catalan number : 8.1.5.2
d = dimension of the scheme T : 9.1.2
δ = d− 1 = relative dimension of T → T0 : 9.4.1
denshaar, denszar : 5.2.1
d(t) = degree of a closed point t : 9.1.1
Dw, Dv : 3.2.1, 4.8.2
(D1), (D2), (D3) : 8.2.1
Dn = dihedral group of order 2n : 8.5.5
∂ = boundary : 8.4.4.3
ε(x), εo(x) = error terms : 3.2.4
εX , εX(p), εX(pd) : 7.2.1
ε : 8.5.6.1
F = Frobenius endomorphism : 4.3
<f, 1>G = 1

|G|
∑
g∈G f(g) = mean value of f on G : 3.2.4

fN : 5.1.4 ; f : 7.1.1
f(p), fX(p), fλ(p) : 8.1.1, 8.2.1
f∗µ (image of the measure µ by the map f) : 5.2.1
Gal(E/K) = Galois group of E/K : 3.2.1
γ : 8.2.3.4
Γk = Gal(ks/k) = Autk(k) : Conventions, 4.1
ΓS : 3.3.1, 6
G`, G

zar
` : 8.3.2

Gm = GL1 : 5.3.1
gp = geometric Frobenius : 6.1.1
GSp = symplectic similitudes : 8.5.5.
h, hX , hi, hi,X : 6.1.1
h : 8.3.4
h(p, q, λ) : 8.2.3.2
hX,`, hi,X,`, h

i
X,`, hiX(pe) : 7.1.2
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hw(p), hw(pe) : 8.1.1
Hi(X,Q`), H

i
c(X,Q`) : 4.1

Hi(X, `), Hi(X, `) : 6.1.1
Iw, Iv, It′ = inertia group : 3.2.1, 4.8.2, 9.3.1.3
ι = embedding of a field into C : 4.5, 4.6, 5.3.1, 8.3.3
κ(x), κ(v), κ(t) = residue fields : 1.2, 3.1.1, 9.1.1
ks, k : Conventions
K = ground field : 5.1
K = residue field of the generic point : 9.1.2
K = Sato-Tate group : 8.2.2
K0 = identity component of the group K : 8.2.3.1
Kσ = connected component of the group K : 8.4.3.1
K[G] = group algebra of G over K : 5.1.1
Li(x), li(x ) : 3.1.2
λk = k-th exterior power : 5.1.1.2
Max = maximal spectrum : 3.1.1, 9.3.1.1
mean(f) : 3.3.3.5
M(n),m(n, p),M ′(n),m′(n, p) : 6.3.4
mλ : 8.4.1
µ = equidistribution measure : 8.1.2, 8.4.2.1
µcont, µdisc : 8.1.3.1, 8.4.2.5
µK = normalized Haar measure of K : 8.4.2.1
µCl = image of µK under K → ClK : 8.2.2
N : G→ C× : 8.3.3
N(p), Nf (p), N(pe), Nf (mod pe) : 1.1
NS = Néron-Severi group : 2.3.3, 8.5.6
NX(pe), e 6 0 : 1.5
NX(p), NX(q) : 1.2
NX(1), NX(−1) : 6.1.2
O( )-notation : 1.3
o( )-notation : 3.1.3
OK = ring of integers of the number field K : 3.1.1
P = set of prime numbers : 3.4, 6
Pn = n-dimensional projective space : 2.1.1
PX , Pf : 7.2.4
πK(x), π(x) = counting function for primes : 3.1.1
πT (x), π1

T (x), π2
T (x) = counting functions for a scheme T : 9.1

Q`(1),Q`(−1),Q`(−d) : 4.5
RK(G), RK(G)+ : 5.1.1
rλ : 8.2.2
ρ = Picard number : 8.5.6
ρ = linear representation : 5.1, 5.3, 7.1.1
σ, σq, σw, σt′/t = arithmetic Frobenius : 3.2.1, 4.4, 6.1, 9.3.1.3
S = finite set of primes : 3.3, 6.1, 6.2, 6.3, 7.1, 7.2, 8.1, 8.2
S` = S ∪ {`} : 4.8.2, 6.1.1, 6.1.2
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sp : 8.2.2
(ST1), (ST2), ... : 8.2
SU2(C)

?
= SU2

?
= SU2(R) : 8.5.2.1

|t| = number of elements of κ(t) : 9.1.1
θ : K ⊗RK(G)→ Cl(G,K) : 5.1.1
T = set of closed points of T : 7.3.1
T, T ′, T0, T

′
0 : 9.4

Tr(F ) : 4.3
TrV : 5.1.1
U = unit circle in C× : 8.2.3.2
USp4 : 8.5.5
[V ] : 5.1.1
VK : 3.1.1
VK,C : 3.2.2
V N : 5.1.4
vp = p-adic valuation : 6.3.4
V ss = 5.1.1.1
Xp, X/Q : 1.2
X0 = X/Q : 6.1.1
X = set of closed points of X : 1.5
Xλ : 8.2.1, 8.4.1
Y0 = Y/Q : 6.1.3
sp ∈ ClK : 8.2.2
χ = Euler-Poincaré characteristic : 1.4
χc = Euler-Poincaré characteristic with compact support : 1.4
χ` = `-th cyclotomic character : 7.1.1
<χ, 1>G = 1

|G|
∑
g∈G χ(g) = scalar product of χ and 1 : 3.3.3.5, 9.3.3

χN = character of G/N : 9.3.3.
ψ,ψλ : 8.4.2
Ψe, Ψk = Adams operations : 3.3.3, 5.1.1.2
w : 4.5, 7.1.1
w : 8.3.2, 8.3.3
ω : 8.2.3.3
<< notation : 3.1.2
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Index of Terms

affine-looking scheme : 7.2.5
almost equal (frobenian sets) : 3.3.2
analytic continuation principle : 5.2.2
arithmetically equivalent (number fields) : 6.1.3
arithmetic Frobenius : 3.2.1, 4.4
Artin’s comparison theorem : 4.2
Betti numbers : 4.5
binary quadratic forms : 3.4.1.2
Brauer character : 5.1.1
Brauer-Witt theorem : 5.1.5 iv
Catalan numbers : 8.1.5.2
character of a K-linear representation : 5.1.1
Chebotarev density theorem : 3.2.3, 3.2.4, 6.2.1, 9.3
class function (on a group) : 5.1.1
clopen (subset) : 6.2.1
cohomological data (for Sato-Tate) : 8.2.1
compatibility : 7.1.3
computational problems : 2.1.4, 2.2.4
cubic surface : 2.3.3
decomposition subgroup : 3.2.1, 4.8.2, 9.3.1.3
degree of a closed point : 7.3.1.1
Deligne’s theorems : 4.5
density : 3.1.3, 5.2.1, 9.2.1
Dwork’s rationality theorem : 1.5
effective (element of a Grothendieck group) : 5.1.2
equidistribution : 3.2.2, 3.2.3, 8.1.2
Euler-Poincaré characteristic : 1.4
frobenian function, frobenian set : 3.3.2, 9.3.3
Frobenius automorphisms : 4.4, 6.2.1, 9.3.1.3
ΓQ-elementary : 5.1.5
generalized character : 5.1.1
geometric Frobenius : 4.4, 6.1
geometrically : 2.3.3
good reduction outside S : 8.2.1
Grothendieck’s theorem : 4.3
group algebra : 5.1.1
Haar density : 5.2.1.1
identity component (of an algebraic group) : 5.1.3
image (of a measure by a map) : 5.2.1
improved Deligne-Weil bound : 4.6
increasing function : 3.2.2
inertia subgroup : 3.2.1, 4.8.2, 9.3.1.3
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integration over the fiber : 8.4.3.4
`-adic cohomology groups : 4.1
`-adic homology groups : 6.1.1
`-hyperelementary group : 5.1.5 iv)
`′-factor of an integer : 6.2.2
lattice (in a Q`-vector space) : 6.2.2
Laumon’s theorem : 1.4
Lefschetz number : 4.3
L-function : 8.2.2, 9.3.3
Lie group over K : 5.2.2
Lie groups data (for Sato-Tate) : 8.2.2, 8.2.3
`-hyperelementary (group) : 5.1.5
logarithmic integral : 3.1.2
lower density : 3.1.3, 9.2.1
mean value : 3.3.3.5
m-elementary (subset of Zn) : 6.2.2 Exerc.2
moments (of a measure) : 8.1.3.4
Hodge circle : 8.2.3.2
normalized Haar measure : 3.3.1, 5.2.1
positive (number) : Conventions
prime number theorem : 3.1.2, 7.3.1
P-problem : 2.1.4
proper support (cohomology) : 4.1
quarrable (subset) : 6.2.1, 8.1.2
representation ring of a group : 5.1.1
residually frobenian function : 3.3.3.4
Sato-Tate conjecture, Sato-Tate correspondence : 8.2, 9.5.4
semisimplification : 5.1.1
S-frobenian map, S-frobenian set : 3.3.1
size (of an Euler product) : 9.1.7
strong compatibility : 7.1.3
subquotient of a profinite group : 6.3.4
supernatural order of a profinite group : 6.2.2
support (of a measure) : 8.1.3.3
totally positive, totally real : 4.6.1
unitary analog : 5.3.1
unitary trick : 5.3
unramified : 9.3.1.3, 9.3.3, 9.5.3
upper density : 3.1.3, 9.2.1
value at 1 and at −1 of a frobenian function : 3.3.3.2
virtual Betti numbers : 7.1.3
virtual character : 5.1.1
weight : 4.5, 7.1.1
weight decomposition (of a virtual character) : 7.1.1
Weil conjecture, Weil integer : 4.5
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Zariski density : 5.2.1.2
zeta function : 1.5
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